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Monaural Sound Source Separation by Nonnegative
Matrix Factorization With Temporal Continuity
and Sparseness Criteria

Tuomas Virtanen

Abstract—An unsupervised learning algorithm for the separa-
tion of sound sources in one-channel music signals is presented.
The algorithm is based on factorizing the magnitude spectrogram
of an input signal into a sum of components, each of which has
a fixed magnitude spectrum and a time-varying gain. Each sound
source, in turn, is modeled as a sum of one or more components.
The parameters of the components are estimated by minimizing
the reconstruction error between the input spectrogram and the
model, while restricting the component spectrograms to be nonneg-
ative and favoring components whose gains are slowly varying and
sparse. Temporal continuity is favored by using a cost term which
is the sum of squared differences between the gains in adjacent
frames, and sparseness is favored by penalizing nonzero gains. The
proposed iterative estimation algorithm is initialized with random
values, and the gains and the spectra are then alternatively updated
using multiplicative update rules until the values converge. Simu-
lation experiments were carried out using generated mixtures of
pitched musical instrument samples and drum sounds. The per-
formance of the proposed method was compared with indepen-
dent subspace analysis and basic nonnegative matrix factorization,
which are based on the same linear model. According to these sim-
ulations, the proposed method enables a better separation quality
than the previous algorithms. Especially, the temporal continuity
criterion improved the detection of pitched musical sounds. The
sparseness criterion did not produce significant improvements.

Index Terms—A coustic signal analysis, audio source separation,
blind source separation, music, nonnegative matrix factorization,
sparse coding, unsupervised learning.

1. INTRODUCTION

N real-world audio signals, several sound sources are usu-
I ally mixed. The process in which individual sources are es-
timated from the mixture signal is called sound source separa-
tion. Separation of mixed sounds has several applications in the
analysis, editing, and manipulation of audio data. These include
for example structured audio coding and automatic transcription
of music. There are effective algorithms for the processing of
isolated sounds; therefore, the capability of separating sources
from polyphonic mixtures is very appealing. In this paper, the
focus is on the sound separation in music signals.

The definition of a sound source depends somewhat on the
application. Usually, the term is used to refer to an individual
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physical source or to an entity that humans perceive as an en-
tity. Humans are extremely skillful in “hearing out” individual
sources from complex mixtures even in noisy conditions. Com-
putational modeling of this ability is very difficult: all the ex-
isting separation systems have a limited separation quality, and
usually the complexity of the target signals has to be restricted.
The most successful algorithms have been those which try to
extract only the most prominent source [1], [2], or which utilize
prior information of the source signals [3], [4].

Recently, unsupervised machine learning algorithms have
been successfully used in one-channel source separation. These
are typically based on a simple linear model, and instead of
using prior knowledge of the source signal characteristics, the
separation is done by finding a decomposition where the sources
are statistically independent or nonredundant. Algorithms have
been proposed that are based on independent component anal-
ysis (ICA) [5]-[7], nonnegative matrix factorization (NMF)
[8], and sparse coding [9]-[11].

This paper proposes an unsupervised sound source separation
algorithm which combines NMF with temporal continuity and
sparseness objectives. The proposed algorithm is shown to pro-
vide a better separation quality than the existing algorithms. The
outline of this paper is as follows. Section II gives an overview
of the existing unsupervised learning separation algorithms. The
proposed method is explained in Section III, and simulation ex-
periments are presented in Section IV.

II. UNSUPERVISED LEARNING ALGORITHMS
IN SOUND SOURCE SEPARATION

Most of the above-mentioned algorithms for unsupervised
sound source separation are based on a signal model where the
magnitude or power spectrum vector X, in frame ¢ is modeled as
a linear combination of basis functions b;. This can be written
as

J
X, =Y gjb; €Y
j=1

where J is the number of basis functions, and g; ; is the gain of
the jth basis function in frame .

The term component is used to refer to one basis function
b; and its time-varying gain g;+,¢t = 1,...,7T,T being the
number of frames. Each source is modeled as a sum of one or
more components. The separation is done by first factorizing
the spectrogram of the input signal into components and then
grouping these to sound sources.
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In the case of music signals, each component usually repre-
sents a musically meaningful entity or parts of it, so that dif-
ferent entities are represented with different components. The
entities can be for example the sounds produced by a percus-
sive instrument or all equal-pitched notes of a pitched musical
instrument. This representation is enabled by the spectral struc-
ture of musical sounds, which is usually rather static over time
compared to speech signals, for example.

The time-domain signals of concurrent sounds and their com-
plex spectra sum linearly. However, the phase spectra of nat-
ural sounds are very unpredictable, and estimation of the frame-
wise phases of the sources would make the model too com-
plex. Also, the human auditory perception is quite insensitive
to phase. Therefore complex spectra are usually not used in this
framework but the linear addition of complex spectra is to be ap-
proximated as a linear addition of magnitude or power spectra.
The expectation value for the power spectrum of the superposi-
tion of arbitrary complex sources with unknown random phase
spectra equals the sum of the power spectra of the sources, pro-
vided that the phase spectra of the sources are independent.
However, in many systems the linear summation of magnitude
spectra has turned out to produce better results. In this paper,
the observation vector and the basis functions are magnitude
spectra.

The model (1) can be written using a matrix notation as

X =BG ©))

where X = [Xl, .. 7XT],B = [bl, . 7bJ] and [G]j,t = Gjt-
In this paper we discuss methods which estimate the sources
blindly, i.e., only the observation matrix X is known, and
matrices B and G are estimated without source-specific prior
knowledge. In the following sections, we briefly review some
commonly used separation principles. The model (1) can be
extended to allow time-varying components; some proposals
have been made by Blumensath and Davies [12], Smaragdis
[13], and Virtanen [14]. More complex models can potentially
enable better separation quality, but in this paper we compare
only methods which are based on the linear model (1).

1) Independent Subspace Analysis (ICA): ICA has been suc-
cessfully used to solve blind source separation problems in sev-
eral application areas. ICA separates an observation vector x by
finding an unmixing matrix W, so that the estimated variables,
i.e., the elements of vector § = Wx are statistically indepen-
dent from each other. The convolutive extension of ICA ([15],
pp. 361-370) suits well for multichannel sound source separa-
tion, where the elements of the observation vector are the sig-
nals recorded with different microphones. In ICA the number of
sources has to be less than or equal to the number of input vari-
ables, i.e., the length of the observation vector. Therefore, ICA
cannot be directly used for the separation of monaural time-do-
main signals.

Independent subspace analysis (ISA) tries to remove the
above limitation. The magnitude or power spectrogram can be
viewed as a phase-invariant projection of the input signal, and
the amplitude of each frequency line as a phase-invariant feature
calculated in each frame. The factorization of the spectrogram
can be seen as separation of phase-independent features into
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invariant feature subspaces [16]. Letting the magnitude or
power spectrum in frame ¢ to be the observation, the separation
can be done using basic ICA, as explained above. With this
procedure the estimated gains of different components are
statistically independent from each other.

ISA has been used in one-channel sound source separation,
for example, by Casey and Westner [5], Orife [17], FitzGerald,
Coyle, and Lawlor [18], Uhle, Dittmar, and Sporer [19], and
Brown and Smaragdis [7]. Also, a sound recognition system
based on ISA has been adopted in the MPEG-7 standardization
framework [20].

2) Nomnnegative Matrix Factorization: In addition to statis-
tical independence, some other estimation principles have also
been found useful in finding the decomposition X = BG. Each
component is modeled using a fixed magnitude or power spec-
trum, which are nonnegative by definition. It is therefore nat-
ural to restrict the basis functions to be entry-wise nonnegative.
Moreover, the components can be restricted to be purely addi-
tive, meaning that the gains are restricted to be nonnegative.

The NMF algorithms proposed by Lee and Seung [21] do
the decomposition by minimizing the reconstruction error be-
tween the observation matrix X and the model BG while con-
straining the matrices to be entry-wise nonnegative. The algo-
rithms have been used in several unsupervised learning tasks
and also in the analysis of music signals, where the nonnega-
tivity constraints alone have turned out to be sufficient for the
separation of sound sources [8]. Time-frequency representations
of natural sound sources are often sparse, meaning that most of
the frames and frequencies are inactive. Sparse spectrograms
often have a unique decomposition into nonnegative compo-
nents, each of which represents parts of a single sound source.

Lee and Seung used two measures for the reconstruction
error, and proposed the corresponding minimization algorithms
for calculating the factorization. The measures are the square
of the Euclidean distance, Y, ,([X]x+ — [BGJk.+)?, and
divergence D, which is defined as

Xlke

D(X||BG) = Z[X]k’t log [BGli s

k.t

Xkt + [BGlk.z-

3

The above measures implicitly assume a certain noise distri-
bution: Euclidean distance is the maximum likelihood estimator
(MLE) in the presence of additive Gaussian noise, and the di-
vergence is the MLE when the observations are generated by a
Poisson process with mean value [BG]y, ;. This naturally affects
the performance of the methods. For example, the divergence is
more sensitive to low-energy observations, making it a better
approximation of human auditory perception.

3) Sparse Coding: An unsupervised learning technique
called sparse coding has been successfully used for example to
model the early stages of vision [22]. The term sparse refers
to a signal model, where the data is represented in terms of
a small number of active elements chosen out of a larger set.
In the signal model (1), this means that the probability of the
gain g; ; to be zero is high. This can be expressed by using a
prior probability density function (pdf) for the gains, and the
estimation can be done using maximum a posteriori (MAP)
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estimation. This leads to the minimization of a cost function
which is usually a sum of a reconstruction error term and a term
which penalizes nonzero gains g;. Sparse coding has been
used for audio signal separation by Abdallah and Plumbley [9],
[11], Benaroya, McDonagh, Bimbot, and Gribonval [23], and
Blumensath and Davies [12], to mention a few examples.

The nonnegative sparse coding algorithm proposed by Hoyer
[24] combines NMF and sparse coding. He estimated the ma-
trices by combining the multiplicative update rule proposed by
Lee and Seung [21] with projected gradient descent [discussed,
e.g.,in ([25], pp. 203—-224)]. The algorithm was used with a tem-
poral continuity criterion for sound separation by Virtanen [10].

No large-scale evaluation has been carried out to investigate
whether the use of a sparse prior increases the separation quality
in the case of audio signals. The spectra which typically con-
stitute a sound source are usually active in a small fraction of
frames, and therefore their gains have a sparse pdf. However, the
MAP estimator in [22] assumes that each frame is independent
from each other, which is not a realistic assumption for natural
sound sources.

4) Components With Relation to Sources: In addition to the
factorization algorithm, there is a need to determine a suitable
number of components and to group them to sources. Since the
definition of a sound source depends on the application, there
is no universal way of selecting the number of components. In
the separation of drum patterns, FitzGerald found out that cer-
tain drum instruments can be well modeled using a single com-
ponent [26, pp. 93-100]. In the case of more complex signals,
typically a large number of components are used which are then
clustered to sound sources.

Automatic clustering of the components has turned out to be a
difficult task. Some unsupervised clustering methods have been
proposed [5], [6], but in our simulations their performance was
not sufficient. Supervised clustering based on pattern recogni-
tion techniques produces better results [27], [28], but these re-
quire that the sources are known and their models trained before-
hand. In this paper, we do not consider the clustering problem
but circumvent this step by using the original signals as a refer-
ence, as explained in Section IV-C.

III. PROPOSED METHOD

An input signal is represented using the magnitude spectro-
gram, which is calculated as follows. First, the time-domain
signal is divided into frames and windowed. A fixed 40-ms
frame size is used with 50% overlap between frames. The dis-
crete Fourier transform (DFT) is applied on each frame, the
length of the DFT being equal to the frame size. Only positive
frequencies are retained and phases are discarded by taking the
absolutive values of the DFT spectra, resulting in a magnitude
spectrogram matrix [X]x+ where k = 1,..., K is the discrete
frequency index and ¢t = 1,...,T is the frame index.

The magnitude spectrogram is modeled as a product of the
basis matrix B and the gain matrix G, so that X =~ BG, while
restricting B and G to be entry-wise nonnegative. This models
the linear summation of the magnitude spectrograms of the com-
ponents. As discussed in the previous section, the summation of
power spectra is theoretically better justified; however, in our
simulation experiments (Section IV), the best results were ob-
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Fig. 1. Simple example which illustrates how the temporal continuity of
sources can improve the separation. See text for details.

tained by assuming linear summation of the magnitude spectra,
and therefore the proposed method is formulated using magni-
tude spectrograms.

Estimation of B and G is done by minimizing a cost function
¢(B, G), which is a weighted sum of three terms: a reconstruc-
tion error term ¢, (B, G), a temporal continuity term ¢¢(G), and
a sparseness term cs(G)

¢(B,G) = (B, G) 4+ ac,(G) + Bes(G) 4)

where o and [ are the weights of the latter two terms,
respectively.

A. Reconstruction Error Term

The human auditory system has a wide dynamic range: the
difference between the threshold of hearing and the threshold
of pain is approximately 100 dB [29]. Unsupervised learning
algorithms tend to be more sensitive to high-energy observa-
tions, and some methods fail to separate low-energy sources
even though these are perceptually and musically meaningful.

The divergence cost (3) of an individual observation
[X]k,+ is linear as a function of the scale of the input, since
D(vypl|lvq) = vD(p||q) for any positive scalar v, whereas
for the Euclidean cost the dependence is quadratic. Therefore,
the divergence is more sensitive to small-energy observations.
Among the tested reconstruction error measures (including also
those proposed in [11] and [14]), the divergence produced the
best results, and therefore we measure the reconstruction error
using the divergence (3).

B. Temporal Continuity Criterion

The separation methods discussed in Section II consider each
frame as an individual observation. However, real-world sounds
usually have a temporal structure, and their acoustic character-
istics vary slowly as a function of time. Fig. 1 shows a simple
example where the temporal continuity criterion would increase
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the robustness of the separation. The two sources A and B rep-
resent a typical sustained harmonic sound and a typical short-
duration percussive sound, respectively. The observed mixture
spectrogram (illustrated in the middle panel) is separated into
two components both of which have a fixed spectrum and time-
varying gain. When the separation is done by minimizing the
reconstruction error between the observed spectrogram and the
separated spectrograms, it is possible to obtain the original spec-
trograms A and B. However, it is also possible to represent the
mixture spectrogram as a sum of spectrograms C and D, re-
sulting in error. By favoring temporal continuity, the separation
can be directed towards the spectrograms A and B.

Temporal continuity was addressed in a system proposed Vin-
cent and Rodet who modeled the activity of a source by a hidden
Markov model [30]. In this paper, we apply a simple temporal
continuity criterion which does not require training beforehand.

Temporal continuity of the components is measured by as-
signing a cost to large changes between the gains g; ; and g; ;1
in adjacent frames. We propose to use the sum of the squared
differences between the gains. To prevent the numerical scale
of the gains from affecting the cost, the gains are normalized by
their standard deviation estimates o, so that the cost function
ct for the temporal continuity can be written as

T

(gf,_] gt_1,j)2- 5)

If the normalization was not used, the function ¢;(G) could be
minimized without affecting the reconstruction error by scaling
the matrices by B «— Bf and G — G/6, where 6 is a large
positive scalar. The standard deviation of each component j =

1,...,J is estimated as o; = \/(1/T) ¥/, 97 -

In [10], a cost function was used which was the sum of the ab-
solute values of the difference of gains of adjacent frames. The
motivation was that for a gain rising from a level to another,
the absolute value cost is equal for all monotonically increasing
transitions. However, it was found that the absolute value of
the differences did not increase the performance of the sepa-
ration algorithm as much as the squared differences. The reason
for this might be the used iterative optimization algorithms, in
which the gradient of the absolute values depends only on the
sign of the difference, not on the magnitude.

C. Sparseness Objective

The sparseness of the gains g;; has been utilized in sev-
eral blind source separation algorithms, and in some cases the
sparseness criterion improves the quality. For example, when
the spectrum of one source (e.g., kick drum) covers partly the
spectrum of another (e.g., snare drum), the latter source could
be modeled as a sum of the first sound and a residual. The use
of sparse gains can favor a representation where only a single
spectrum is used to model the latter source.

The sparseness criterion, which can be derived from the MAP
estimation of the sources [22], is formulated as

T

G)=Y > flgji/os) 6)

j=1t=1
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where f(-) is a function which penalizes nonzero gains. For
example, Olshausen and Field [22] suggested functions f(z) =
log(z2+1), f(z) = |z|,and f(z) = — exp(—=?). The first two
were tested in our 51mulat10ns. The differences between these
were small, but f(z) = |z| was found to be less sensitive for
the weight 3, and therefore it is used in the proposed method.

D. Estimation Algorithm

In the estimation algorithm, the matrices B and G are first
initialized with random positive values and then alternatively
updated with multiplicative update rules. The value of the cost
function decreases until the algorithm converges. Compared
with earlier approaches based on projected steepest descent
(for example [24] and [10]), the multiplicative update rules
are convenient in a sense that they do not require estimating a
suitable step size.

Currently, there is no reliable method for the automatic esti-
mation of the number of components, but this has to be set man-
ually. In practice, a large number of components can be used,
which are then clustered to sound sources. If some prior infor-
mation about the sources is available, it can be used to select the
number of components or to initialize the spectra.

In the cost function (4), B affects only the reconstruction
error term ¢, (B, G). For the minimization of the reconstruction
error term the update rules proposed by Lee and Seung [21] can
be used. The update rule for B is given by

T
B — B. x ﬁ (7)
1GT
in which A. x B and (A /B) are the element-wise multiplication
and division of matrices A and B, respectively, and 1 is a all-one
matrix of the same size as X. The divergence (3) has been shown
to be nonincreasing under the update rule (7) [21].

A multiplicative update rule for the gain matrix G is derived
as follows. First, the gradients of the reconstruction error cost
¢ (B, G), temporal continuity cost ¢;(G), and sparseness cost
¢s(G) with respect to G are given by

T X
Ve (B,G)=B <1—m> (8

t — 95, t—1 — 9jt+1
T
27121 .9]2',1'
T
_ T29j,t >ieo(95i — 95i-1)? ©)

(22;1 9]2L) i

Ver(G)), = 272%

and
1 Git Yis Jii
(Ve Gl = — e — VT 2=t 5
\/TTzngz (Ei:l .012',')
(10)
respectively.

The gradient of the total cost ¢(B, G) is the weighted sum
of the gradients of the reconstruction error, temporal error, and
sparseness error, given by

Ve(B,G) = Ve (B,G) + aVe (G

)+ BVe(G). (1)
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The gradient is written as a subtraction V.(B,G) =
Vet (B, G) — Ve (B, G) of element-wise nonnegative terms
VI (B,G) = V¢ (B,G) + aVef (G) + fVed (G) and
V. (B,G) = Ve (B,G) + aVe (G) + 8V, (G), where
the element-wise positive terms of the gradients of reconstruc-
tion error cost, temporal continuity cost, and sparseness cost
are given by

Ve (B,G)=BT1 (12)
5.6 BT
Ve (B.G) =BT = (13)
4Tg; ¢
Vel (Gljne = =725 (14)
Z?:l 9]2L
- C_oqp9it—1 1 Gjt+1
Ve, (G)]j0 = 2T S
2Tg;4 ZiTzz (97 — Gji-1)” (15)
2
(Z?:l 9321)
1
Vet (G))je = NI anry (16)
\\' T >izt 9]2',1'
and
T
(Ve (G))j = 9iVT ¥y 95 (17

, (Zil g?,i)s/Q .

The terms (12)—(17) are element-wise nonnegative, since the
gains, basis functions, and observations are restricted to non-
negative values.

Finally, the update rule for G is given by

Ve (B,G)

G G x 2\ 2%
TN YA (B, Q)

(18)

The overall iterative algorithm is as follows:

1) Initialize each element of B and G with the absolute value

of Gaussian noise.
2) Update B using the update rule (7).
3) Update G using the update rule (18).
4) Evaluate the value of the cost function ¢(B, G).

The steps 2—4 are repeated until the value of the cost function
converges. The iteration is stopped when the decrease has been
smaller than a predefined threshold for a certain number of iter-
ations. For a 10-s input signal and 20 components the algorithm
takes a couple of hundred iterations to converge, equivalent to
a couple of minutes of computation on a 1.7-GHz desktop PC
when implemented in Matlab.

The multiplicative update (18) does not necessarily decrease
the value of the cost function. In the simulation experiments
presented in Section IV, we applied the multiplicative update
rules on 300 signals, each of which was tested with four dif-
ferent component counts and several combinations of « and 3
(see Fig. 2). We observed a total of five cases where the value
of the cost function increased, which took places when « had a
large value. We tested minimizing the cost function also by pro-
jected steepest descent, and obtained almost identical results,
with the expense of increased computational complexity. This
and the small amount of cost increases show that the multiplica-
tive updates are sufficient for minimizing the cost function.
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Fig. 2. Effect of different temporal continuity weights o and sparseness
weights 3 on the detection error rate and SNR when other parameter was 0.
The solid line is the average of all sources, the dashed line is the average of
pitched sounds, and the dotted line is the average of drums.

E. Synthesis

The spectra and gains of the estimated components can be
used directly in some acoustic analysis applications. In order to
verify the quality by listening, however, the components have to
be synthesized to obtain time-domain signals for each source.

In the synthesis, the magnitude spectrum of each component
j=1,...,J withinframest = 1, ..., T is calculated as b; g; ;.
To get complex spectra, the phases of the original spectrogram
can be used for the separated components, or the phase genera-
tion method proposed by Griffin and Lim [31] with the improve-
ments proposed by Slaney, Naar, and Lyon [32] can be used.

In most cases where the separation is successful, the use of
the original phases produces good results. It also allows the syn-
thesis of sharp attacks with an accuracy which would otherwise
be impossible with the 40-ms window size. However, if the orig-
inal phases are not suitable for the separated magnitude spectro-
gram, the resulting time-domain signal may become distorted
because of discontinuities at frame boundaries. These are partly
attenuated by an overlap-add procedure where each synthesized
frame is windowed before combining adjacent frames.

Reliable comparison of different synthesis methods is diffi-
cult. The simple approach of comparing the synthesized time-
domain signals with original ones cannot be used, since the
method in [31] produces time-domain signals which are not nec-
essarily phase-aligned with the original signals.

IV. SIMULATION EXPERIMENTS

Reliable evaluation of the quality of a sound source separa-
tion algorithm requires a large amount of signals, which makes
listening tests slow to conduct and expensive. Therefore, com-
putational procedures are often used which compare reference
source signals with the separated signals. To do this, source sig-
nals before mixing are required, and in practice, this limits us to
the use of generated test signals.
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TABLE I
PARAMETERS USED TO GENERATE THE TEST SIGNALS

parameter interval
number of pitched instrument sources [0 12]
number of drum sources [0 6]
length of each pitched musical sound (s)  [0.15 1]
number of notes per drum source [2 8]
onset time of each repetition (s) [0 6]
energy of each source (dB) [0 -20]

A. Acoustic Material

Test signals were generated by mixing samples of pitched
musical instruments and drums. The pitched sounds were from a
database of individual notes which is a combination of samples
from the McGill University Master Samples Collection [33], the
University of Iowa website [34], and samples recorded from the
Roland XP-30 synthesizer. The instruments introduce several
sound production mechanisms, variety of spectra, and also mod-
ulations, such as vibrato. The total number of samples available
for generating the mixtures was 4128, each having the sampling
frequency 44 100 Hz. The drum samples were from the DFH
Superior commercial sample database [35], which contains in-
dividual drum hits from several drum kits and instruments. Each
instrument is multisampled, i.e., the recording is repeated sev-
eral times for each instrument.

Mixture signals were generated by choosing a random
number of pitched instrument sources and a random number
of drum sources. For each mixture, the number of sources was
chosen randomly from within the limits shown in Table I. Once
the number of sources had been chosen, each source was picked
randomly from the databases. For pitched-instrument sources, a
random instrument and a random fundamental frequency from
the available samples were allotted, and for drum sources a
random drum kit and a random drum instrument were allotted.

Each pitched instrument sample was used only once within a
mixture, and they were truncated to random lengths. A random
number of repetitions were used for each drum sound, each rep-
etition being an unique sample. The location of each note was
randomized by allotting an onset time between 0 and 6 s. The
length of all test signals was chosen to be 7 s. This resulted
in material where 79% of the frames contained more than one
source, i.e., the sources were mainly overlapping.

Since real-world signals incorporate sources with different
mixing levels, each source was scaled to obtain a random total
energy between 0 and —20 dB. The reference signals before
mixing were stored to allow the measurement of separation
quality. The total number of test mixtures was 300. Audio
examples of the mixtures and separated signals are available at
http://www.cs.tut.fi/~tuomasv/demopage.html.

It should be noted that the acoustic material differs from real-
world music in a sense that it consists of individual notes instead
of note sequences. However, none of the tested methods is able
to utilize different pitch values of a source in the separation,
and it is therefore unlikely that the results would be significantly
different if note sequences were present.
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B. Evaluated Algorithms

Some recently published algorithms were used as a baseline
in the evaluation. All the algorithms apply a 40-ms window
length, Hanning window, and short-time Fourier transform to
calculate a spectrogram X of the mixture signal, as described in
the beginning of Section III. Unless otherwise mentioned, the
methods operate on the magnitude spectrogram. The following
algorithms were tested.

* ISA. Implementation of the algorithm follows the outline
proposed by Casey and Westner [5], but instead of aiming
at statistically independent gains, we estimated statistically
independent spectra, since that produced better results. In-
dependent components were estimated using the FastICA
algorithm [36], [37].

* NMF was tested with the algorithms proposed in [21].
These minimize the divergence or the Euclidean distance,
and are denoted by NMF-DIV and NMF-EUC, respec-
tively.

» The nonnegative sparse coding algorithm suggested by Ab-
dallah and Plumbley [11] is denoted by NMF-LOG, since
the method roughly minimizes the distance between the
logarithm of the spectra. It assumes that the sources sum in
the power spectral domain, so that the observation vector
and basis functions in (1) are power spectra.

The proposed algorithm was evaluated by using different con-
figurations. The weights « and (3 were not optimized for the
test data, but different magnitudes (1, 10, 100, ..., ) were tried
using similar test cases, and the values &« = 100 and § = 0
which produced approximately the best results were chosen.
The effect of the weights is illustrated in the next section.

C. Evaluation

Each mixture signal was separated into components using all
the algorithms. Since there is no reliable method for the esti-
mation of the number of the components, all the methods were
tested by factoring the mixture signal into 5, 10, 15, and 20 com-
ponents, and the results were averaged.

Since the tested methods are blind, we do not know which
component belongs to which source, and supervised clustering
cannot be used. We tested the unsupervised clustering methods
proposed in [5] and [6], trying to create component clusters for
each source. However, these deteriorated the results in all the
cases. Since manual clustering is too troublesome and unreli-
able, we had to use automatic clustering, where original signals
before mixing are used as references for clusters.

The signal-to-noise ratio (SNR) between each component and
source was found to be a good measure for assigning com-
ponents to sources. To prevent the synthesis procedure from
affecting the quality, the measure was calculated between the
magnitude spectrograms Y, and Y]- of the mth reference and
jth separated component, respectively,

Y.,.]2
SNR(m, ) = Soea [Ymlis 5

Zk,t ([Ym]k,t - [Yj]k,t)

A component j is assigned to a source m which leads to the
highest SNR.

(19)
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TABLE II
SIMULATION RESULTS

algorithm detection error rate (%) SNR (dB)

all  pitched drums  all pitched  drums
ISA 31 29 33 3.6 44 1.9
NMEF-EUC 28 28 30 6.6 79 3.7
NME-DIV 26 28 23 7.0 88 3.5
NMF-LOG 80 90 57 23 27 22
proposed 24 25 22 73 9.1 3.6

A large number of components which are clustered using the
original signals as references may produce unrealistically good
results. For example, separating the mixture signal into compo-
nents which had only one nonzero time-frequency point, and as-
signing the components to the sources using the original signals
as references resulted in 0% detection error rate and 18.9-dB
SNR, which are unattainable for the existing algorithms: there
does not exist a clustering algorithm which could produce as
good separated signals without using the original signals.

To overcome these problems, each source was assigned a
single component with the largest SNR. This approach utilizes a
minimum amount of prior information about the reference sig-
nals, but still produces applicable results.

The quality of the separated sources was measured by cal-
culating the SNR between the original magnitude spectrogram
Y and corresponding separated magnitude spectrogram Y ac-
cording to (19). The SNR has been used in several source
separation studies to measure the separation quality; for ex-
ample, Jang and Lee reported average SNR of about 9.6 for
an ISA algorithm, in which the time-domain signals of the
sources were trained before mixing [4]. The term Source to
Distortion Ratio has also been used to refer to this perfor-
mance measure [38].

The SNR (in decibels) was averaged over all the sources and
mixtures to get the total measure of the separation performance.
If no components were assigned to a source, the source was
defined to be undetected. The detection error rate was defined
as the ratio of the total number of undetected sources and the
total number of sources. The undetected sources were not used
in the calculation of the average SNR.

D. Results

The average SNRs and detection error rates are shown in
Table II. The averages are shown for all sources, and separately
for pitched and drum sounds. The 95% confidence intervals
([391, pp. 212-219) for the average detection error rate and the
SNR were smaller than +1% and +0.1 dB, respectively, for all
the algorithms, which means that the differences between the
algorithms are statistically significant.

Use of the temporal continuity term improves the detection of
pitched sounds, and the proposed method also enables a slightly
better SNR of pitched sources than NMF-DIV. If also unde-
tected sources were included in the computing the SNR, the im-
provement would be even larger.

The nonnegative matrix factorization algorithms NMF-EUC
and NMF-DIV produce clearly better results than ISA, and the
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Fig. 3. Illustration of the effect of the component count. “Single comp.” refers
to measures where a single component was used to model each source, and
“multiple comps.” refers to measures where all the components were clustered
using the original signals are references.

performance of NMF-DIV is better than NMF-EUC. The per-
formance of NMF-LOG is poor according to the detection error
rate and SNR. These measures are derived from the energy of the
error signal, but NMF-LOG is much more sensitive to log-en-
ergy observations. To investigate this further, we used also the
likelihood measure proposed in [11] to evaluate the quality.
The likelihood is based on a multiplicative noise model, and
it results in a distortion measure Zkt([Ym]it/[Y]]zt -1+
log([Yj]%t /Y ]} ;) between the original magnitude spec-
trogram Y, and the separated magnitude spectrogram Yj (a
small positive constant was added to both terms to avoid numer-
ical problems in the divisions). The measure is more sensitive
to low-energy observations than the SNR. The distortion mea-
sures were 0.30 (ISA), 2.38 (NMF-EUC), 1.94 (NMF-DIV),
5.08 (NMF-LOG), and 1.02 (proposed method), a smaller value
indicating a better quality. This shows that the chosen perfor-
mance measure has some effect on the results, since according
to the this measure ISA gives the best quality, although the
order of the other methods remains the same. Unlike ISA, the
NMF-based algorithms do not allow subtraction of components,
and therefore often produce values [Yj]k,t ~ 0, which results
in a large distortion measure. The quality analysis in this paper
is mainly based on the SNR, since it is more widely used.

The effect of the weights « and [ is illustrated in Fig. 2. The
use of the temporal continuity term (« > 0) improves especially
the detection of pitched instrument sources. The sparseness term
(8 > 0) was not found to improve the results. When either value
is too large, the quality of the separation degrades clearly.

Fig. 3 illustrates the performance of the proposed method,
NME-DIV, and ISA as a function of the number of components,
separately for the cases where either a single component or all
the components were clustered using the original signals as ref-
erences. The latter case was included because the original idea
of ISA is based on using multiple components per source. The
detection error rate of all the algorithms approaches zero as the
number of components increases. The proposed method enables
a better detection error rate with all component counts.
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Increasing the number of components increases the average
SNR of the separated sources up to a certain point, after which
it decreases in the cases for single-component algorithms, and
saturates for multiple-component algorithms. When all the com-
ponents are used, the asymptotic SNR of NMD-DIV is better
than the proposed method. However, the SNR of both algo-
rithms is limited, which suggests that nonnegativity restrictions
alone are not sufficient for high-quality separation, but further
assumptions such as harmonicity of the sources or a more flex-
ible signal model might have to be used. The performance of the
multiple-component ISA is clearly worse than the single-com-
ponent NMF algorithms.

V. CONCLUSION

An algorithm for monaural sound source separation was pre-
sented. The existing algorithms based on the linear model for a
spectrogram are limited in a sense that they consider each frame
as an individual observation, even though natural sounds are
often slowly-varying in time. The proposed cost function which
is the sum of the squared differences between the gains in adja-
cent frames is a simple and efficient way of including the tem-
poral continuity objective into this separation framework. The
simulation experiments show that the temporal continuity cri-
terion improves significantly the detection accuracy of pitched
sounds and slightly their SNRs. The sparseness assumptions did
not lead to significantly better detection accuracy or SNR.

The simulations show that in the spectrogram factorization
framework the nonnegative matrix factorization algorithms pro-
duce better separation results than the independent component
analysis. Even when all the components were clustered to source
using the original signals as references, ISA could not achieve
the performance of the NMF or the proposed method. Multi-
plicate update rules are efficient in the estimation of nonnega-
tive parameters, since they do not require estimating a step size.
When other cost terms are used in addition to the reconstruc-
tion error, the proposed updates are not guaranteed to always
decrease the value of the cost function, but the simulations show
that their performance suffices to minimize the cost function and
to estimate the components in practice.
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