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ABSTRACT

This paper studies the influence of n-gram language modefsein
recognition of sung phonemes and words. We train uni-, bd, ta-

gram language models for phonemes and bi- and trigrams fadsvo
The word-level language model is estimated from a textuatdy

database. In the recognition we use a hidden Markov modekbas
phonetic recognizer adapted to singing voice. The modele we

tested on monophonic singing and on vocal lines separated fr
polyphonic music. On clean singing the phoneme recogniion

curacies varied from 20% (no language model) to 39% (bigramf\:
and on polyphonic music from 6% (no language model) to 20% (bi

gram). In word recognition, one fifth of the words were recagd
in clean singing, the performance being lower on polyphomirsic.
We study the use of the recognition results in a query-bgiam
application. Using the recognized words, we retrieve thegsdoy
searching for the text in a text lyrics database. For the wectg-
nition system having only 24% correct recognition rate, first re-
trieved song is correct in 57% of the test cases.

Index Terms— singing recognition, speech recognition, query-

by-singing

1. INTRODUCTION

Music contains many kinds of information that can be usediéo-
matically analyzing its content. The information given b tyrics
is an important cue in retrieving or classifying songs. Fdorg

time, the use of lyrics for finding songs was limited to penfiarg

text search in lyrics databases. When the first contenteh@sgeval
systems appeared, the query by humming/singing applitatised
only the melody information [1]. Recognizing the semantiatent

lyrics of the songs in the test database, restricting wadsitions
to the next word in the lyrics or to the end symbol. Reportesiits
were 75% correct word recognition. Authors of [3] constadtthe
language model and lexicon for each song from the lyricsontémg
over 70% correct recognition for most of the test songs.

In polyphonic music, the lyrics recognition problem beceme
more difficult, and it relies on separating the vocals frora goly-
phonic mixture. Until now the use of speech recognition eghes
for polyphonic music was limited to alignment of the text lwit
inging, where the recognizer is given a sequence of phos@eme
ords and it only has to locate them within the acoustic segme
[4, 5]. Authors of [4] use a speech recognizer adapted toirsing
voice to align lyrics with segregated vocals for japanese gangs,
with a language model containing the sequence of the vowels i
the lyrics. Similar work was done for English language [5]thna
language model containing the sequence of the words in tiesly
text.

An attempt of recognizing phonemes in polyphonic music was
done in [6], using different classification techniques tassify in-
dividual samples of phonemes. The classification was nal tse
recognize words. To our knowledge there is no lyrics rectgmi
system for the English language.

This paper studies the use of language models in the recognit
of sung words and phonemes. The grammar for text-to-audjo-al
ment [4, 5] uses the phonemes in a pre-established ordére Iceise
of "no-language model”, there are no constraints, any wmitrd or
phoneme) can follow any other, with no restrictions.

Between these two are the conventional n-gram language mod-
els which model the probabilities of short word sequences sidy
the n-gram language models in representing phoneme andwerd
guences and apply them in singing phoneme/word recogniiging

of a sung query can speed up the search by offering a numbgr of has test data clean singing and the vocal line separated fadya p
potheses to narrow down the number of songs for melody searclphonic audio.

The transcription (recognition) of lyrics using a large abalary
speech recognizer (LVCSR) is still regarded as a nearly ssiite
task because of many aspects. First of all, the performahaeto-
matic speech recognition using a LVCSR is limited. Secohere
are important phonetic and timing differences between dpead
the singing voice, that must be dealt with. Last but not |egestl
world music is polyphonic. Even having a system that cangeco
nize singing, the interference of the instrumental backgcbwould
degrade significantly its performance.

To make the recognition task easier, more or less resteitdin-
guage models can be used to control the output of the system-by
posing certain sequences of words. Such work was done bykEetzu
al [2] to retrieve japanese children songs based on a suny.ditee
language model used a finite state automaton constructedtfre

*This work was supported by the Academy of Finland.

The paper is organized as follows: Section 2 describes the

singing recognizer: the phonetic HMM recognizer, languagelels

and the algorithm used to separate the vocals from polyghoni

sic. Section 3 describes the acoustic material and the iexpetal
results on phoneme and word recognition. Section 4 presents
query-by-singing application for songs retrieval basedh@recog-
nized words. Finally, in Section 5, the conclusions of thelgtare
provided.

2. SINGING RECOGNITION

Speech and singing convey the same kind of semantic infmat
and originate from the same production physiology. In sigghow-
ever, the intelligibility is often secondary to the intolwat and mu-
sical qualities of the voice. Vowels are sustained much éorig



singing than in speech and independent control of pitch and-I ~ small out-of-vocabulary (OOV) percentage (words not ideld in

ness over a large range is required. The dynamic range itegliea the vocabulary of the recognizer) on an unseen text.

singing than in speech, and also the fundamental frequeaig-v

tions of singing are of about 2 octaves for an average trasivegkr.
Still, speech and singing have many properties in common an

it is plausible that singing recognition can be done usirgdtan-  The amount of interfering sounds in polyphonic music is hegial

dard technique in automatic speech recognition, a phohediten  therefore vocal separation is required prior the recognit\We apply

5.3. Vocal Line Separation

Markov model (HMM) recognizer. the vocal separation algorithm proposed in [12], which ysiazh-
based inference combined with background model subtraclibe
2.1. Phonetic HMM Recognizer method consists of the following processing steps.

The notes of the most prominent vocal melody line are eséthat
using a melody transcription algorithm. The algorithm ipaile of
discriminating between vocal and solo instrumental liresleast
to some degree. More accurate time-varying fundamentgquiée-
cies (fOs) are estimated by interpolating values of the &mental
frequency salience spectrogram. Based on the estimated ffis
nary time-frequency spectrogram mask is generated. A tene-
frequency-dependent background model is estimated usegdn-
vocal regions of the spectrogram. The background modellis su
tracted from the vocal regions of the spectrogram. Time-aiarsig-
nal corresponding to the vocal regions is synthesized byguiie
ghases of the original signal.

More detailed description of the processing steps is given i
[12]. The method was found to produce relatively good separa
tion quality and robustness on different genres of polyphomu-
sic. Some amount of separation errors are inevitable becafusn-
detected vocal notes or incorrectly estimated onsets setsf in-
strumental notes detected as vocal notes, or unresolveddrgnce
because of overlapping vocal and instrumental notes.

In HMM based speech recognition it is assumed that the obderv
sequence of speech vectors is generated by a hidden Markaeimo
An HMM consists of a number of states with associated observa
probability distributions and a transition matrix definitrgnsition
probabilities between the states. We use an HMM speech memg
consisting of 39 monophone models plus silence and shogepau
models, trained on a speech database [7]. The featuresafoiniy
the models are 13 mel-frequency cepstral coefficients pdlta dnd
acceleration coefficients, calculated in 25 ms frames wifl ans
hop between adjacent frames. Each phoneme is represenddefby
to-right HMM with 3 states. The silence model is a fully-cected
HMM with 3 states and the short pause is a one-state HMM tied t
the middle state of the silence model. The system was impltede
using HTK [8].

Using two steps of constrained maximum likelihood linear re
gression (MLLR), the models were adapted to singing voinghé
first step, 8 regression classes were defined based on broadtjgh
classes [9]: monophtongs, diphtongs, approximants, safaa-
tives, plosives, affricates. In the second adaptation, step base
classes for adaptation were determined by clustering thetunei

components based on acoustic similarities. The acoustteriab 3. RECOGNITION EXPERIMENTS

used in adaptation is described in Section 3.1, and moréisiefa

the adaptation process are given in [10]. Phoneme and word recognition experiments were conducted us
different language models constructed for phonemes andsyon

2.2. Language Model monophonic singing voice data and on vocal line separateuh fr

polyphonic music.
A language model (LM) represents the linguistic restrictipresent

in the text/lyrics to be recognized, and acts by reducingrihm- .
ber of possible phonetic sequences from which the recoghias  3:1- Acoustic Data
to choose the most probable one. The language model comprise
vocabulary — a set of words that can be recognized by therayste

_and a set of rules that control the way these words can be caubi database, denotetz_clean, contains 49 fragments of 12 popular
into sentences. songs, 19 male and 30 female pieces, with lengths rangingeleet

The n-gram models are probabilistic models for predicting the20 and 30 seconds. The adaptation and testing was done iold 5-f
next item in a sequence. For language modeling, these itams Csetup with one fifth of the data used as test set.

be phonemes, syllables, letters or words. In probabilietims, an For testing the recognition on commercial music, we used 17

n-gram language model provides probabilitiBgw;|wi—1, wi—2, polyphonic songs. The songs were manually segmented into-st

.- wi—n), Meaning that it uses the previous— 1 wordsw;_, turally significant units (chorus, verse), yielding 100 gnaents
Wi—2s 'f' H Wi—n bto o?taln the pmb?b'rl]'ty of the nex; vr\]/orgi with lengths between 9 and 40 seconds. We denote this databas
(11]. If the num edr Oh occurences Oft e sequence of threalsvor as poly_100. For this testing case, the HMMs were adapted to
wi—2 wi-1 w; and the sequence of two words;—» w;—y are singing voice using the entireoz_clean database. The lyrics of
Clwizwi-1w;) ANdC (wi—2w;—1), then both databases were manually annotated.

Monophonic singing was used both for testing the phoneme and
word recognition and for adapting the HMMs to singing voitais

Clwi—owi—1w;)

P(w;|wi—1wi—2) =
(wi|wi—1wi—2) C(wi—awi_1) 3.2. Language Models

The quality of a language model can be estimated by using iFor phoneme recognition we constructed unigram, bigramtand
to compute a measure called perplexity on a previously unszst  gram language models. We assume that a phoneme language mode
set. Perplexity can be seen as the average size of the wdirdiset is characteristic to the English language, and phonenel-lan-
which a word recognized by the system is chosen. The lower thguage models for speech data or lyrics cannot differ sicanifig.
number, the more accurately the language model is able tegept  As training data for phoneme language models we used th&doext
the text. An ideal language model should have small perylexid  the speech database that was used for training the acoustielsn



language model | training text | voz_clean | poly-100 LM Correct% | Accuracy%
phoneme bigram| 11.49 11.75 11.29 nolLM | 41.11 19.69
phoneme trigram 6.38 8.41 8.25 clean singing ph.ug | 36.20 27.50
word bigram 90.20 147.08 97.80 ph.bg | 39.36 29.63
word trigram 53.65 117.82 77.46 phtg 46.05 22.54

OO0V % 5.90 221 2.50 nolLM | 23.45 5.83

polyphonic phug | 18.68 16.65
ph.bg | 21.79 19.16
Table 1. Perplexities of bigram and trigram phoneme and word lan- phtg 30.24 13.80

guage model on the training text (speech database tratisosgor
phonemes, lyrics text for words) and on the test lyrics texts
Table 2. Phoneme recognition for clean singing and vocal line ex-
tracted from polyphonic music, with no language model, tanig,
The database contains 1132 phonetically balanced sestermeer ~ bigram and trigram language models.
48000 phoneme instances.

The perplexities of bigram and trigram phoneme language-mod

elsph_bg andph_tg on the training text and on the lyrics text from LM Correct% | Accuracy%
vox_clean andpoly_100 databases are pregented in Table 1. In the | . word bigram | 23.93 12.38

case of phoneme language model there is no concemn over OOV, clean singing| v ord trigram | 21.07 -1.38
since all the phonemes are included in the vocabulary of te L ) word bigram | 6.81 551
According to the perplexities, the phoneme language mazter polyphonic | trigram | 6.52 3.93

sents well the lyrics text, the perplexities being similar &ll three
texts.

A word language model for lyrics was constructed using theTable 3. Word recognition for clean singing and vocal line extracte

lyrics of 4470 songs containing over 1.2 million word instas,
retrieved from www.azlyrics.com. From a total of approxiels

from polyphonic music, with bigram and trigram language ®eled

26000 unique words, a vocabulary of 5167 words was chosen by

keeping the words that appeared at least 5 times. Bigramrand t

gram models were constructed and their perplexities cafedlon
the training corpus and on the lyrics obz_clean and poly_100

databases. The perplexities are presented in Table 1 alsopdr-
centage of OOV words on the training text represents mosisde/
in languages other than English, also the words that apgdace
few times and were removed when choosing the vocabulary.

3.3. Evaluation

Phoneme and word recognition testing was done on monophon@;

singing and on vocal lines separated from polyphonic mu$ice
percentage of correctly recognized phonemes or words anddh
curacy of the recognition are defined in terms of the numbesubf
stitution errorsS, deletion errorsD and insertion errorg, reported
for the total number of reference instanc8s,

correct[%] = [(N — D — S)/N] x 100,
accuracy[%] = [(N — D — S —I)/N] x 100

The recognition rate and the accuracy differ by the rate séiin
tion errors. In the recognition process, the grammar seadtof and
the word insertion penalty can be used to control the inflaesic
the language model over the computed probabilities. Thertiios
penalty is a fixed cost added to each token when it transmoits fhe
end of one word to the start of the next. The grammar scalerfét
the amount by which the language model probability is sché&fdre
being added to each token as it transits from the end of ond teor
the start of the next. These parameters influence the retimyper-
formance and some experimental tuning is required to findragt
values for the task.

3.4. Phoneme and word recognition results

The values for the grammar scale factor and word insertiorale
are chosen experimentaly. Table 2 presents the averagespigon

recognition results for the monophonic singing data, wlih gram-
mar scale factos = 5 and insertion penalty = —10, using no
language model, unigram, bigram and trigram language mnso&eir
these values, the number of insertion and deletion errarthiobi-
gram language model is nearly equal. The change brought-by as
sociating probabilities to phonemes by using the unigramyuage
model affects both the correct percentage and accuraceaétiog-
nition. The 2000 NIST evaluation of Switchboard corpus edatic
eech recognition systems [13] reports error rates of 53%-%or
oneme recognition, while the lowest error rateé( — accuracy)
for clean singing recognition in Table 2 is approximatel (4.0

Using the same grammar scale and insertion penalty valuts, w
no further tuning for the trigram language model case, th®@n
important increase in the correct rate, with a decrease ¢nracy.
The ideal values for these parameters depend on the appficéh
speech recognition applications, the accuracy of the mitiog is
important, while thinking about information retrieval pases even
highly imperfect transcriptions of the lyrics can be useful

Recognition results for the polyphonic music test data ése a
presented in Table 2. The separated vocal line is more difficu
recognize, because of some interference of other sourciet Wwave
not been properly separated, and also artifacts causecttsethara-
tion algorithm. In some cases parts of the singing are ngssifor
example consonants being removed at the beginning of the ayor
the separation algorithm, resulting in recognition errors

Word recognition of monophonic singing was tested in the 5-
fold setting on thevox_clean database. The recognition results
for bigram and trigram language models are presented ire tabl
The best results obtained are the correct recognition offiftheof
the words, using the bigram language model. Recognition obt
singing extracted from polyphonic music using the same holeay
and language models is also presented in the same table.



correct transcription recognized text

cause it's a bittersweet cause | said bittersweet
symphony this life symphony this our life
trying to make ends meet trying to maintain sweetest
you're a slave to the money ain’t gettin’ money

then you die then you down

Table 4. Examples of errors in recognition.

no. of rec. songg recognized [%]
Top 1 28 57%
Top 5 33 67%
Top 10 35 71%

Table 5. Query-by-singing retrieval accuracy

4. QUERY-BY-SINGING BASED ON WORD
RECOGNITION

In query-by-humming/singing, the aim is to identify a pieéenusic
from its melody and lyrics. In a query-by-humming applioati the
search algorithm will transcribe the melody sung by the et

will try to find a match of the sung query with a melody from the

database. For large databases, the search time can becsigthyfi

highest recognition rates for monophonic and polyphonigisig
were obtained with the trigram language model, with higheaua
racy for the bigram language model when using the same gramma
factor and insertion penalty.

A text-based song retrieval application using the recagphiz
words correctly retrieves the queried song for over halfref trag-
ments in our database. The first retrieved song is correcZ¥ 5
of cases; moreover, the correct song is in the first 10 rankeds
in the database in over 70% of cases. Even with such low word
recognition rates this proves that a textual query-by4igsiggan be
useful for narrowing the melody search.
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