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ABSTRACT

Methods for detection of overlapping sound events in au-
dio involve matrix factorization approaches, often assigning
separated components to event classes. We present a method
that bypasses the supervised construction of class models.
The method learns the components as a non-negative dic-
tionary in a coupled matrix factorization problem, where the
spectral representation and the class activity annotation of the
audio signal share the activation matrix. In testing, the dictio-
naries are used to estimate directly the class activations. For
dealing with large amount of training data, two methods are
proposed for reducing the size of the dictionary. The methods
were tested on a database of real life recordings, and outper-
formed previous approaches by over 10%.

Index Terms— coupled non-negative matrix factoriza-
tion, non-negative dictionaries, sound event detection

1. INTRODUCTION

Sound event detection has an important position in Compu-
tational Auditory Scene Analysis [1], with a specific purpose
of recognizing and locating individual sounds, generally re-
ferred to as sound events. Recognizing sound events in audio
has a large applicability, for healthcare and general automatic
surveillance [2, 3], and other general purposes, such as de-
tecting interesting segments in videos based on audio [4, 5].

Simplified situations for sound event detection include
classification of isolated sounds [6], and detection of isolated
sounds presented as a sequence [7]. This is not realistic for
many applications, considering the complexity of the audio
surrounding us in everyday life, but detection of overlapping
sounds continues to be a challenging problem.

Sound event detection in complex mixtures started by
considering the signal as a sequence of most prominent
sounds, to detect a single sequence of events. The task was
often solved using supervised classification approaches, with
event class models trained from isolated data [8] or directly
from the mixtures [9, 10, 11]. Two different approaches of
the model training method are observed: in [10], annotated

segments were aggregated for each event class, with the as-
sumption that overlapping sound events contribution to these
segments will average out during training, and the resulting
model will be characteristic mainly to the class under training;
in [9, 11], regions with overlapping events were considered
as separate class and detected accordingly.

More recent approaches considered detection of over-
lapping sound events, bringing the applicability of methods
closer to real life situations. Using event classes trained from
mixture audio as in [10], multiple sequences of events were
obtained through successive application of Viterbi algorithm
[12]. More promising approaches include sound source sep-
aration methods as preprocessing stage in the model training
phase. However, there is a difficulty in assigning the sepa-
rated components to the sound sources. This requires making
assumptions about the number of sources and their dynamics
[13], or using classification methods to establish the sound
source prominence and select the most representative compo-
nent out of the separated ones [14].

In our previous work, we proposed an approach for over-
lapping sound event detection that overcomes the need to
assign separated components to sound event classes [15].
The method is based on learning non-negative dictionaries
through joint use of spectrum and class activity annotation of
the training data. The learned dictionaries are then used to
estimate the class activity annotation for each event class for
a test signal. The advantage of this method is its application
directly on the mixture signal, and output presented directly
in the form of an annotation containing overlapping events.
As such, this approach completely avoids the need for iso-
lated examples of sound events, or creating models for event
classes in a supervised way, as used in earlier approaches.
The method was tested on a small synthetic dataset, with very
encouraging results among available methods [16].

In the present paper, we extend this method to deal with
realistic data, meaning a large amount of real life recordings,
with high complexity of audio content in number of sources
and overlapping sounds. For long recordings, directly apply-
ing the proposed method is computationally infeasible, as the
resulting dictionary grows with the amount of data. We pro-



pose two different methods to handle the amount of data by
reducing the size of the non-negative dictionary obtained in
training: reducing the number of dictionary components, and
reducing the length of the individual components.

The paper is organized as follows: Section 2 presents the
details of the training procedure and the methods for reducing
the size of the dictionary. Section 3 describes the experimen-
tal setup for evaluation and the results, Section 4 presents the
discussion and comparison of results to previous work. Sec-
tion 5 presents conclusions and future work.

2. METHOD

The event detection method is based on Non-negative Matrix
Factorization (NMF). Non-negative dictionaries are obtained
from all available training data, and are then used to estimate
the class activity matrix for the test data, that is interpreted as
annotation.

2.1. Non-negative dictionaries

The method is based on coupled NMF [17], where two differ-
ent data sets share some factors, i.e., activation in time. In our
problem, the two matrices are the audio frequency spectrum
and a matrix of frame-level binary class presence indicators
obtained from the annotation of the audio data. NMF has
long been a standard dictionary learning tool in many audio
processing tasks, such as source separation, transcription, etc.

The objective in NMF is to find a low-rank approximation
to the observed data by expressing it as a product of two non-
negative matrices, i.e., V ≈ V̂ = WH with V ∈ RF×N

+ ,
W ∈ RF×K

+ and H ∈ RK×N
+ . This objective is pursued

through the minimization of an information divergence be-
tween the data and the approximation, i.e., D(V||V̂). The di-
vergence can be any appropriate one for the data/application
such as Kullback-Leibler (KL), Itakura-Saito (IS), Euclidean
distance or families of divergences like β (for which, all three
divergences above are special cases), α, γ, Rényi, etc. There
are very efficient algorithms for these divergences based on
multiplicative update rules [17, 18, 19].

The coupled NMF problem considered is to minimize

η1D
(1)(V(1)||W(1)H) + η2D

(2)(V(2)||W(2)H)

w.r.t. dictionaries W(1), W(2), and common excitation ma-
trix, H; where V(1) is the spectrum of size F×N and V(2) is
the class activity annotation matrix of size E×N . Here, F is
the number of frequency bins, N is the number of frames, E
is the number of event classes. ηi are the weights associated
with divergences. This coupled matrix factorization problem
can be effectively solved for β-divergence using generalized
linear models [20]. In this paper, we are interested in sparsest
possible dictionaries, so we make use of an estimator based
on maximum marginal likelihood (MMLE) [21], which was
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Fig. 1. Overview of training and testing procedure

shown to return sparse solutions and avoid overfitting. This
corresponds to choosing D(1) and D(2) to be KL with equal
weights, i.e., η1 = η2 = 1.

The goal in the training step is to learn the dictionar-
ies W(1) and W(2). The learned excitation matrix Htrain

is discarded because it only contains information about the
excitation of the dictionaries on the training data. Testing
involves learning the excitation matrix Htest for the test
recording using only its frequency spectrum. Then, the
estimated annotation matrix is obtained by calculating the
product V̂(2) = W(2)Htest, where Htest is the minimizer of
DKL(V

(1)||W(1)H), and W(1) and W(2) are the dictionary
matrices learned and fixed at the training step. The training
and testing procedures are illustrated in Figure 1.

2.2. Dictionary size reduction

A straightforward way to deal with long audio recordings is
to segment the training and testing data into more manageable
length segments, and apply the proposed method by consid-
ering each of these segments separately. However, for testing,
W(1) is formed by concatenating all components estimated
in training, resulting in a complete dictionary of a significant
size. We reduce the dimensionality of the problem by meth-
ods that affect the size of this dictionary.

The first method to reduce the size of the dictionary is
clustering of the components. As there are multiple segments
in training that belong to the same recording, it is likely that
their content, and therefore the obtained dictionary, is simi-
lar. It follows that we can cluster the complete dictionary and
use the centroids of the clusters as new components. This
approach has the advantage of offering clear control of the
number of components, but has the disadvantage that the clus-
tering has to be repeated when adding new training data.

The second method is using a smaller-dimensional rep-
resentation of the spectrum, instead of the full-size spectro-
gram. For this, we chose the mel scale, and transformed the
spectrogram into mel magnitudes. Using mel-magnitude and
full dictionary allows control of the size of each dictionary



component, and keeps the possibility of adding training ma-
terial by simply concatenating the corresponding components
to the existing dictionary.

3. EXPERIMENTS

We present comparative results for three methods: decompo-
sition of full spectrum representation and testing with com-
plete dictionary, decomposition of full spectrum representa-
tion and testing with clustered dictionary, and decomposition
of mel energy spectrum representation and testing with com-
plete dictionary.

3.1. Experimental setup

The data used to test the performance of the methods is a
database of real-life recordings from 10 different contexts:
basketball, beach, bus, car, hallway, office, restaurant, shop,
street and track&field [10]. Each context was treated sepa-
rately. This means that the size of the annotation matrix is
different for each context, depending on the number of event
classes present (9-16).

Training and testing were done using one minute seg-
ments that were factorized independently. The spectrum of
each one-minute segment of audio was calculated in 100 ms
frames with a 50% overlap, using 1024 fft-bins. In training,
each one-minute segment contributes to the complete dic-
tionary by a number of components automatically selected
by the algorithm. For testing, the class activity matrix of
each one minute segment was estimated separately, then the
ones corresponding to a single recording were concatenated
in their corresponding order, to provide the full class activity
estimation. This estimated class activity matrix was then
evaluated against the ground truth annotation. Training and
testing were done in five folds, respecting the train/test parti-
tioning used in previous experiments on the same data. One
fold was used as development set for determining the best
number of clusters, but for comparison purposes the final
results are presented as average performance of all five folds.

Evaluation was done using the metric proposed in [12],
with a block length of one second, to allow an exact compar-
ison with performance of previously developed systems. The
metric provides a block-level detection accuracy rather than
exact onset-offset detection information. Within a one-second
length block, an event is regarded as correctly detected if it
has been detected somewhere within the block and the same
event label also appears in the annotations within the same
block. The block-wise detection accuracy is represented as
the balanced F-score between precision and recall calculated
in each block. For each recording, average of block-wise F-
score was calculated.

The estimated class activity matrix obtained after the
two-step testing procedure is not binary, and it needs to be
processed in order to be interpreted as presence/absence of

dictionary size full 100 300 500 1000
F 54.1 49.9 48.8 53.6 54.6

Table 2. Average F-score on the development set with differ-
ent number of clusters

sounds. We consider the numbers in this estimated class
activity annotation matrix as representing the ”amplitude”
of each event class in the corresponding timeframe, and we
threshold them by the mean value of the matrix: values under
the mean are considered 0, values over the mean are consid-
ered 1. Furthermore, we keep only sequences of at least 200
ms duration, discarding all presence indicators that would
result in sound events shorter than that.

3.2. Experimental results

Complete experimental results for the three methods are pre-
sented in Table 1, compared with the baseline system in [14].

Full spectrum and complete dictionary. In testing, all
the dictionary components obtained in the training are con-
catenated to form the complete dictionary. The effective size
of the dictionary W(1) in testing is F ×Dfull, where Dfull

is the total number of dictionary components obtained during
training. Average event detection accuracy of this method is
55.6%.

Full spectrum and clustered dictionary. To select the
best number of clusters for reducing the number of compo-
nents, we used a development set containing recordings from
all contexts. The event detection accuracy was evaluated for
a number of 100, 300, 500 and 1000 components, obtained
as the centroids of clusters resulting from k-means clustering.
Based on the results presented in Table 2, we chose to use 500
clusters for the full set testing. The effective size of the dic-
tionary in testing is F ×500, significantly smaller than for the
original method. Average accuracy of this method is 57.8%.

Mel spectrum and complete dictionary. Instead of the
full spectrum, we use the 40 band mel magnitude as spectral
representation in the NMF algorithm, reducing the dictionary
components size from 512 to 40. The effective size of the
dictionary W(1) in testing is 40 × Dmel, where Dmel is the
total number of dictionary components obtained during train-
ing, which is slightly different than Dfull. The average event
detection accuracy of this method is 56.5%.

Dictionary size for the test phase is significantly reduced
for the latter two methods, compared to the original method.
The size of the complete dictionary depends on the amount
of audio segments available for training. Numerical details
of the dictionary size reduction for the used database are pre-
sented in Table 3. The mel-magnitude representation offers
the same detection accuracy as the original method with a dic-
tionary 16 times smaller, while for clustering, the dictionary
that offers a similar performance is 7 times smaller.



context baseline full spectrum full spectrum mel spectrum
complete dict clustered dict complete dict

basketball 55.3 74.9 71.7 69.1
beach 33.6 58.9 56.5 61.5
bus 45.5 30.4 37.0 38.4
car 32.1 33.3 35.9 27.5
hallway 46.3 60.2 59.3 57.8
office 37.3 47.2 63.2 55.2
restaurant 56.2 79.5 77.4 81.6
shop 43.8 48.9 57.9 51.6
street 48.6 57.3 54.6 54.8
tracknfield 49.9 65.3 64.0 67.7
overall 44.9 55.6 57.8 56.5

Table 1. Event detection accuracy in one second blocks compared to the baseline system [14]

context clustered mel spectrum
dictionary dictionary

basketball 0.13 0.06
beach 0.06 0.06
bus 0.17 0.08
car 0.28 0.07
hallway 0.17 0.06
office 0.14 0.05
restaurant 0.11 0.05
shop 0.12 0.05
street 0.13 0.05
tracknfield 0.10 0.05
average 0.14 0.06

Table 3. Dictionary size in percentages reported to the size of
the complete dictionary of full spectrum

4. DISCUSSION

We compare the performance of our methods with the sys-
tem presented in [14], using as a baseline the stream selec-
tion procedure that resulted in the higher performance. The
system in [14] used a supervised classification approach and
constructed hidden Markov models for each class, based on
components separated from the mixture signal with unsuper-
vised NMF. Our method uses the separated components as
such, without modeling classes. This seems to be more robust
to the complexity of the audio data and to possible variabil-
ity in event classes. Table 1 provides direct comparison of
the methods performance context by context. The proposed
methods outperform the baseline system in all but one con-
text. On average, the methods proposed in this paper have
10% higher performance than the baseline.

The performance of the three proposed methods is very
similar – the reduction of the dictionary size does not seem to
affect significantly the event detection performance. Reduc-
ing the number of components by clustering has the major

advantage of giving exact control of the dictionary size. The
new dictionary seems to have good generalization properties,
but its performance varies both ways – this means that op-
timizing the number of clusters separately for each context
might increase overall performance.

Using the mel spectrum has the major advantage of allow-
ing use of the complete dictionary, as the major size reduction
here results from using only 40 mel bands instead of all FFT
bins. The mel representation of the spectrum results into good
representation in terms of dictionary. Further development as
logical step would be to use both mel spectrum and clustering
of components, and might offer an efficient way of dealing
with very large databases.

5. CONCLUSIONS

This paper presented a method for detection of overlapping
events in large database without constructing separate mod-
els for each class. The method has the advantage of training
directly on complex audio with annotated overlapping sound
events, and outputs an annotation matrix containing overlap-
ping sound events. The mid-level representation of the data
consists in non-negative dictionary components that are not
associated to any sound sources, in this sense the method be-
ing unsupervised. Large amounts of training data result in
very large dictionary, therefore two ways of reducing the dic-
tionary size were proposed: one reducing the number of com-
ponents, other reducing the size of the components. Both dic-
tionary reduction methods have similar performance with the
original method, while all three have significantly higher per-
formance than the baseline system.

Future work will include methods for controlling the size
of the dictionary already in the training phase. This can be
achieved for example by using iterative methods for learning
the dictionary, to avoid creating redundant components. This
would also allow adding training data by simply performing
additional training iterations.
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