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Abstract: In this paper a sound source separation
system operating in real-world acoustic environments is
proposed. Two signals are recorded using sensors which
are placed close to each other. The separation is based
on the spatial origin of sound sources. The overall sys-
tem consists of two separate parts. In the first part the
direction-of-arrival of the strongest sound source is esti-
mated. The second part performs the separation of the
sound source by sinusoids + transients representation
which allows grouping of spectral components based on
estimated direction-of-arrival. The operation of both
parts is based on the time delay between the channels,
which is related to the spatial origin of sound sources.
Grouping of transients is proposed as a novel separation
method. The simulations performed with the system
showed that the separation is possible using the selected
approach.

1. Introduction
Sound source separation in general refers to signal

processing techniques, the goal of which is to isolate one
or several sound sources from a mixture signal which
contains desired sound sources and undesired sound
sources. The sound source separation has received a lot
of attention over the years. Solely in audio signal pro-
cessing, several drastically differing models have been
proposed. But there are also numerous applications di-
rected to everyday life of people and to other scientific
purposes in which a system capable of separating the
desired sound source is useful.

Human auditory system is able to separate sound
sources tremendously well. This ability is often referred
to as cocktail-party effect. The term was introduced by
Cherry as early as in 1950s from the basis of his experi-
ments in which the concentration on single talker speech
in the presence of several other talkers was studied.

In many cases mixture signals consist not only of
clean source signals but also background noise. From
this viewpoint it is easy to understand that picking only
one of the signals in the mixture introduces a very chal-
lenging task. Despite the fact that area of sound source
separation has been studied for decades, still, the cur-
rently employed schemes are merely rather theoretically
oriented.

Human auditory system has the ability to separate
sound sources in rather challenging auditory condi-
tions. Bregman [2] lists the following association cues
in human auditory organization: (1) spectral proximity,
(2) harmonic concordance, (3) synchronous changes of
the components (common onset/offset, common ampli-
tude/frequency modulation), (4) spatial proximity.

In this system, spatial proximity is used as the only
cue of grouping spectral components. Therefore, the
sources are assumed to locate spatially apart from each
other.

Several solutions for sound source separation have
been proposed over the years. Many of them try to

separate sound sources from one-channel data. In gen-
eral these separation systems do not work in the case
of real-world signals. Human auditory system is able to
separate sound sources using two-channel data thus, it
is interesting to find out that can a separation machine
be built that is able to perform at least to some extent
similar to human hearing. There are also multi-channel
solutions which utilize for instance 10-channel data.

1.1 System overview

The main hypothesis in this system is that the spa-
tial information related to sound sources is the main
cue based on which the separation can performed in
real-world environments. The hypothesis, as well as,
the solutions for sound source separation arise from the
previous research done in the area, meaning, no funda-
mentally new ideas are proposed but the existing knowl-
edge and approaches are utilized and ideas from different
research areas are merged.

The proposed separation algorithm requires a receiver
unit which is fixed in advance. Sound sources are as-
sumed to be spatially apart, that is, only one sound
source exists at certain horizontal angle. The signals are
recorded using two equal microphones which are at the
same height, placed at small distance from each other.

The sound source separation consists of the follow-
ing main steps: (1) The locations of sound sources are
determined, (2) input mixture is modeled using sinu-
soids + transients representation, (3) the components
of the modeled mixture are grouped based on the loca-
tion information, and finally, (4) the components from
the desired sound source are synthesized. This process
in illustrated in Figure 1. Nakatani and Okuno have pro-
posed a system in which direction-of-arrival (DOA) was
used as a supplementary grouping cue in the grouping
of sinusoidal components [6]. In our system the group-
ing is fully based on DOA information. In addition to
sinusoids, also detected transients are grouped.

Due to the fact that the system is utilized in real-
world environments, the location of sound sources
should be determined in three planes: horizontal plane,
median plane and frontal plane. For a fixed location
of the receiver, the estimation of the horizontal angle
ϕ and elevation angle uniquely define DOA in three di-
mensional space. Yet, to determine the unique location
of a sound source the distance has to be estimated.

In the separation system sound sources are assumed
to be located in horizontal plane, that is, only ϕ needs
to be estimated. This is the initial evaluation of sound
source separation based on the architecture in Figure 1.
The estimation of horizontal angle is based on the time
delay between the left and right channel signals. The
estimation algorithm is explained in Section 2. The el-
evation angle and the distance of a sound source are
not needed in the separation and they are thus not es-
timated.

Left and right channel signals are modeled using the
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Figure 1. System block diagram

sinusoids + transients mid-level representation which is
described in Section 3. The representation enables signal
separation by the DOA estimate, that is, time delay be-
tween left and right channel. Using the estimated time
delay, the elements of the mid-level representation are
grouped to sources which can be synthesized separately.
The details concerning these stages can be found in Sec-
tion 4. and in Section 5. Despite the fact that sound
source separation is the ultimate goal, using direction-
of-arrival as a primary cue, the DOA subsystem has to
be selected carefully.

2. Direction-of-arrival Estimation
The preliminary requirements for the DOA system

with a particular measurement setup are the following:
(1) operate reliably on data recorded in real-world envi-
ronments, (2) handle arbitrary signal contents, (3) make
no assumptions concerning environment. It is worth
pointing out that DOA systems in general do not per-
form either reliably or accurately with two-sensor se-
tups. Instead, advanced signal processing techniques
have to be utilized. A DOA system that largely ful-
fills the requirements is introduced by Liu et al. in [3].
Our system contains certain simplifications and modifi-
cations to make it more usable for the purposes of this
work. However, the basic structure is exactly the same.
The system utilizes the same principles as the early mod-
els of human hearing (discussion on the models can be
found in [1] and in [7]).

The system obeys coincidence detection principle in
localization of sound sources. The estimation of the
sound source location is based on delaying the left chan-
nel signal respect to the right channel or vice versa. The
time delay which results in the best match between the
signals corresponds to a certain spatial location and can
be mapped to a horizontal angle ϕ. The delay is esti-
mated in each frame to each frequency component. The
robustness of the estimate is improved by integrating it
over time and frequency. The formula in the following
discussion apply to one frame.

The best match between two input signals is found
by feeding a coincidence detection system by Sl(m)
and Sr(m) which are short-time Fourier transforms
(STFT) of respective discrete time signals sl(k) and
sr(k). STFTs of delayed time domain signals can be
expressed by multiplying original STFTs by a complex
exponential:

Si
l (m) = Sl(m)exp(−j2π

m

M
fsτi)

Si
r(m) = Sr(m)exp(−j2π

m

M
fsτI−i+1)

m = 0, . . . , M/2− 1
i = 1, . . . , I

(1)

where Si
l (m) is the STFT of the left channel delayed

with the time delay τi and Si
r(m) is the STFT of the

right channel delayed with the time delay τI−i+1.
I variants of STFTs are produced by Equation (1)

for each channel. Next, each variant is compared be-
tween left and right channel. For each time delay
τi : i = 1, . . . , I, a distance measure is formed. This is
described by Equation (2).

∆Si(m) =
∣∣∣Si

l (m)− Si
r(m)

∣∣∣
m = 0, . . . ,M/2− 1
i = 1, . . . , I

(2)

where ∆Si(m) is the distance measure which enables
the actual comparison.

The output of this stage is obtained by picking the
minimum of the sequence ∆Si(m) : i = 1, . . . , I and
recording its place in the delay line, that is, the index i.

The remaining stages of the DOA estimation system
improve the reliability of the detection mechanism by in-
tegrating the estimated delays over time and frequency.
The robustness against spurious responses occurring es-
pecially in natural environments and multi-source cases
is achieved.

Finally, the delays i are mapped to horizontal angle
ϕ. The relation between the horizontal angle ϕi and the
discrete delay i is defined by Equation (3).

ϕi =
π

2
− i− 1

I − 1
π (3)

The details concerning the DOA estimation system can
be found in [7].

3. Sinusoids + Transients Modeling
Left and right channel are modeled using the sinu-

soids plus transients representation. The representation
allows grouping of spectral components based on the es-
timated DOA, as described in Section 4.

Sinusoidal modeling was presented by McAulay and
Quatieri in [5] for speech coding purposes. Smith and
Serra introduced practically the same kind of a model
for music signals. Their system was published soon after
the previously mentioned and it is presented in [10].

Any signal produced by musical instruments or by a
physical system may be viewed to consist of two parts;
the deterministic part and the stochastic part [9]. The
deterministic part can be modeled as a sum of sinusoids.
The local signal model is defined by Equation (4).

s(t) =
Q−1∑
q=0

a(q)cos[ω(q)t + θ(q)] + r(t) (4)



where a(q) is amplitude, ω(q) frequency and phase θ(q)

of qth sinusoid. r(t) embraces the stochastic part at
time instant t.

In this particular system sinusoids are assumed to be
locally stable, that is, no changes are allowed to occur
within a time interval fixed by analysis window. This
is of course not true in a general case but on the other
hand it is not totally unreasonable assumption since the
time interval is usually small. In fact, deterministic
+ stochastic models in general assume that sinusoids
do not exhibit rapid changes. However, slow variations
of amplitudes and frequencies are allowed over analysis
window [9].

The sinusoidal model is most efficient in the case
of periodic sounds. For perceptually important short-
duration transients it performs poorly. Therefore, a
transient model is applied to model these parts of a
signal. The idea of using a separate model for tran-
sients in addition to the sinusoidal model was proposed
by Levine [4]. His system is meant for audio coding, but
the same ideas are utilized in our separation system, too.

3.1 Sinusoids

The sound separation algorithm does not require any
specific way to estimate the sinusoids, and basically any
algorithm which estimates amplitudes, frequencies and
phases in each frame can be used.

The most important stages in the analysis of the sinu-
soids are (1) sinusoid detection and (2) parameter esti-
mation. Various algorithms have been proposed to both
stages. In this system a sinusoidal likeness measure [8]
is used to determine frequencies ω

(q)

{l,r} of sinusoids. The

method is used also to estimate the amplitude a
(q)

{l,r} and

the phase θ
(q)

{l,r} of the sinusoid q. The processing is made
independently for left channel (l) and right channel (r).

3.2 Transients

There are very few modeling systems that take into
account the special role of the transients. This is some-
what surprising since their presence or absence is per-
ceived in listening tests particularly in the case of speech
signals.

The detection algorithm used in this system is ini-
tially proposed by Levine in [4]. The transient detection
utilizes the idea of tracking energy changes. In fact, two
detection methods are utilized. The first method is a
rising edge detector. It searches for rapid changes in
signal energy and labels them.

The second method requires sinusoidal modeling sys-
tem with synthesis capability, since it uses also the resid-
ual signal. This is not a problem since the output of
the sinusoidal analysis is easy to direct to the transient
detector. The detection is based on observing the per-
formance of sinusoidal modeling in the current frame. If
sinusoidal modeling performs poorly, which is detected
by comparing the energy of the residual and the energy
of the modeled signal, it is probable that there is a tran-
sient in the current frame.

The transient detection needs a shorter analysis win-
dow than sinusoidal modeling. The duration of a tran-
sient is fixed to 64 ms. Constraining the maximum
transient rate is done similarly to Levine’s system. The
frames corresponding time regions 50 ms before and 150
ms after the frame in which the transient is initially
detected, are labeled as non-transient regions. Other

transients detected within this region are considered as
invalid.

In Levine’s system detected transients, or transient
regions, are transform coded. In our system transform
coding is not needed but the the output of transient
detection system is time instants which define the start
and end time of transients.

4. Grouping of Spectral Components
In the grouping stage, the sinusoids and transients

which belong to the desired sound source are selected.
The selection is made by calculating a time difference
between left and right channel components, and com-
paring it to the ideal delay given by the DOA estimate.

4.1 Sinusoid grouping
In the grouping, it is assumed that the desired signal

is the same in the left channel and in the right channel.
The desired signal in one channel is only delayed com-
pared to the signal received by the other channel. Us-
ing the DOA estimate which is obtained for the desired
source, the delay can be estimated. On the other hand
using the phase information of sinusoids corresponding
delay is easily estimated. It is important that a sinusoid
picked from the left channel is compared to the correct
component in the right channel. In the system this is
taken care of by first forming these sinusoid pairs. Those
sinusoid pairs for which the delay is near to the delay
calculated using the DOA estimate are considered as
arising from the desired sound source.

The reference information needed to group the sinu-
soids between the desired part and the undesired part
is provided by the DOA estimation system. A DOA es-
timate has to be converted to a form that enables the
phase comparison. The conversion is made by calculat-
ing first the time it takes for sound pressure waves to
propagate between two sensors, and yet, converting sec-
onds to samples. Time differences are obtained using
Equation (5).

∆tref = fs
D

c
sin ϕ (5)

where fs is sampling rate, D is the distance between the
sensors, c is propagation speed of sound wave fronts and
ϕ is the DOA estimate. Plane wave model is assumed.

The grouping of sinusoidal components is based on
a phase constraint, which is calculated using the time
difference ∆tref . The phase change of a sinusoid in cer-
tain time is easily calculated. A frequency component
in the left channel is selected, the same component in
the right channel is examined by checking how much the
phase of the component in the left channel has changed
compared to the right channel. The phase difference is
calculated as ∆θ(q) = θ

(ql)
l − θ

(qr)
r , where q{l, r} is the

index of a sinusoid in each channel.
∆θ(q) has to be converted to time difference enabling

the grouping. Equation (6) describes the conversion.

∆t(q) = fs
∆θ(q)

ω(q)
(6)

The final decision between the parameter sets that
represent the desired part and the undesired part is pre-
sented by Equation (7).

QD =
{

q|
∣∣∣∆t(q) −∆tref

∣∣∣ < ∆t
(q)
dev

}

q = 0, . . . , Q− 1
(7)



where QD represents the set of elements which consists
of admissible frequency component indices and ∆t

(q)
dev is

a parameter which allows some tolerance to the angle
estimate. ∆t

(q)
dev is obtained applying Equation (6) and

setting the desired tolerance to ϕdev. Several tolerance
values were tried and ϕdev = 10◦ was chosen because it
was the most suitable to cover all the cases. In general,
the more noisy and the more broadband is the signal,
the more tolerance is needed. However, one value for the
parameter is plausible because it enables the comparison
between different environments to some extent.

4.2 Transient grouping

The transients do not have similar parametric repre-
sentation to sinusoids by which the DOA estimate of a
frequency component is easily obtained. However, the
instantaneous power of transients is large compared to
the interfering sounds so that the spatial origin can be
estimated using a broadband DOA system.

Let us denote the transient region related to a tran-
sient frame by tr{l,r}(g). g = 0, . . . , G−1 is the index to
the detected transients. Note again that both channels
are taken into account.

First, transient regions tr{l,r}(g) are utilized to find
out the absolute locations of transients on time axis from
the residual r{l,r}(k) (corresponds r(t) in Equation (4)
in discrete-time). Then, for each region tr{l,r}(g) the
estimate of DOA ϕtr{l,r}(g) is obtained by feeding

each transient region to the DOA estimation subsystem.
Note that the duration of transient regions is sufficient
in the sense that DOA system is able to produce plausi-
ble estimates. Finally, the grouping between the desired
transients and the undesired transients is made based
on Equation (8).

TD =
{

tr(g)|
∣∣∣∣ϕtr{l,r}(g) − ϕref

∣∣∣∣ < ϕdev

}
(8)

where TD represents the set of transients that arise from
the estimated horizontal angle ϕref . ϕdev is the maxi-
mum allowed deviation from ϕref .

5. Synthesis

The sinusoidal synthesis employs overlap-add princi-
ple. In general, sinusoidal synthesis is quite straight-
forward since it is nothing but inserting the estimated
parameters; amplitude, frequency and phase to Equa-
tion (4), multiplying the synthesized frames by a win-
dow function, and summing sequential frames to a con-
tiguous signal. Hamming window function is used and
sequential frames overlap by 50% thus the sequential
frames sum to unity. However, while considering the fi-
nal resulting signal the transients have to be taken into
account. More precisely, their location information on
time axis in each channel has to be available. Using
this information, the sinusoidal modeling is turned off
and the transient modeling is turned on as the detected
transients occur.

The transient synthesis consists of simply utilizing
the locations of admissible transient regions and copying
each transient region to its correct position.

Sinusoids and transients in each channel are synthe-
sized thus the resulting signal is also a two-channel sig-
nal.

6. Experimental Results

The results are presented in two separate parts. The
first consists of the estimation of DOA algorithm in var-
ious cases. The second part is reserved for a brief dis-
cussion of the performance of the separation scheme em-
ployed in this system.

In order to simulate the performance of the proposed
system, test signals were played and recorded in three
real-world environments. The measurements took place
in an anechoic chamber, a classroom and an office. The
anechoic chamber is obviously the easiest case whereas
the classroom and the office enabled the evaluation of
the algorithms in reverberant environments. In the
office environment there were additional noise sources
making it the most challenging environment.

The setup consisted of two CD-players and two loud-
speakers using which the speech signals and the interfer-
ence signals were played. Two high-quality microphones
attached to a stand at the same height were used. The
microphones were placed 10 cm apart from each other.

In each environment three fundamentally different
configurations are evaluated. Case A refers to a con-
figuration in which one sound source is present. The
undesired part in a signal mixture received by the sen-
sors thus consists only of the background noise specific
to each environment. It should be kept in mind that
in addition to the background noise, reflecting surfaces
(e.g. walls, floor, ceiling, tables) introduce several weak,
but not insignificant, noise sources in rooms in general.
Including these interferers, in case B there is a second
source acting as a primary interferer. The sound level of
the primary interferer is 10 dB weaker measured at re-
ceiving end of the configuration compared to the source
of interest, and it is placed spatially apart from the
desired signal. Case C corresponds best to the classic
cocktail-party situation: the source of interest and the
primary interferer are equal in loudness. In addition to
the recorded signals, a few signal mixtures were gener-
ated by delaying the original stimuli in such a way that it
corresponds the case in which sound sources are placed
at certain horizontal angles. The effect of the room re-
sponse and the effects introduced by the measurement
equipment are not present enabling the evaluation of al-
gorithms in an ideal case. Generated signals also allow
better quantitative comparison of the results.

6.1 Direction-of-arrival Estimation

In this work the primary interest is the consistency
of DOA estimates. In the case of moving sound source,
the estimates before and after the current time instant
should experience graceful, or smooth, variation. For
instance, a 5◦ or even bigger deviations to the actual
horizontal angle are acceptable. Since it is assumed that
sources are spatially more distant.

Figure 2 presents the DOA estimates in case A and
in case C for a two-second excerpts of mixtures. The
mixtures are recorded at an office environment. The
upper panel presents the performance in case A for a
speech signal. It can be stated that the DOA method is
able to produce reasonable estimates also for other types
of signal. The discussion concerning the signal content
as well as the results using various signal contents can be
found in [7]. The lower panel in Figure 2 presents DOA
estimation performance in a two-talker case (case C).
The measurement took place in the same environment
as the one-talker case. The fluctuation also in this case
is acceptable.

In general, DOA estimation based on calculating
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Figure 2. Estimated direction-of-arrival for speech signals. The upper
panel: The female speaker is at the nominal angle ϕ = −15◦ (case A).
The lower panel: The combination male 0 dB at ϕ = −15◦ and female
0 dB at ϕ = 45◦ (case C). Both signals are recorded at an office en-
vironment.

cross-correlation between the left channel signal and the
right channel signal is possible in the case of one strong
sound source. However, in the case of several strong
sound sources the method is not able to operate in the
desired manner. The DOA estimation method utilized
in this work is designed particularly for multi-source
cases.

6.2 Quality of the separated sounds
The quantitative performance evaluation is difficult

for the recorded signals because the separated speech
signal can not be compared to the original speech sig-
nal. This is due to the fact that the recorded speech is
delayed and attenuated compared to the original speech.
Additionally, the recorded signal is affected by room re-
sponse. Reliable methods to cancel out these factors are
not known.

However, some performance measures can be calcu-
lated using generated mixtures of the original samples
that were used in the recordings. Still, these measures
give only some kind of a clue of the overall system per-
formance.

Generated signals refers to the fact that sound sources
are artificially placed at a certain spatial location by
delaying the left channel signal compared to the right
channel signal or vice versa. The same samples were
used to produce the generated mixtures that were used
in the measurements. Compared to the recorded signals,
the generated mixtures lack the effect of room response
which was observed to be significant.

The audio quality of the system is affected by a few
major factors. If the quality degradation introduced by
the signal modeling is ignored, the resulting signal qual-
ity is affected by the performance of the grouping stage
(see Figure 1). The grouping is performed based on
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Figure 3. The energy ratio between a speech signal s(k) and various
interfering signals d(k). The first bar is NSRbefore and the second
bar is NSRafter.

DOA estimates. Thus, the performance of the DOA
subsystem is directly affecting the quality. It was dis-
covered while simulating the subsystems that each per-
formed satisfactorily excluding some special cases. For
instance, some tones caused problems to the DOA sub-
system. However, broadband stimuli resulted in exact
DOA estimates.

The effect of the detected transients was studied by
comparing the speech signals modeled using only the
sinusoidal modeling to the signal which was modeled
using not only sinusoids but also the detected transients.
In the case of speech signals, virtually all the detected
transients are actually consonants in the original signal.
The existence of the consonants in the separated signals
improves the quality.

6.2. .1 Generated signals
The performance of the system is characterized using

two values which describe the energy ratio between the
interference signal and the speech signal before and after
the separation. The observed mixture signal m(k) can
be expressed as m(k) = s(k) + d(k), where s(k) is the
speech signal and d(k) is the added interference. In this
case the ratio is calculated using Equation (9).

NSRbefore = 10 log
∑

k d(k)2∑
k s(k)2

[dB] (9)

The separated signal s̃(k) can be expressed as s̃(k) =
s(k) + e(k), where e(k) is the error between the original
and separated speech signal, e(k) = s(k) − s̃(k). The
energy ratio is now given by Equation (10).

NSRafter = 10 log
∑

k(s(k)− s̃(k))2∑
k s(k)2

[dB] (10)

If NSRbefore is big, the energy of the source that is
considered as an interfering sound source is dominating
in the mixture signal. Only the energies do not describe
the perceptual prominence of sources. On a subjective
scale, a signal may be still dominant despite low energy.
The signal content affects the perceived dominance.

The energy ratios for generated test signals are illus-
trated in Figure 3. The difference NSRbefore−NSRafter
describes to what extent the system is able to suppress
the interference. The system is able to suppress the
interference in all but one case. In the case of tran-
sient sequence as a disturbing signal, the drastic drop in
the performance results from the fact that actually the



quantitative measure that is used can be sometimes mis-
leading when it comes to its validity as a performance
measure. The transient sequence consists of short bursts
of noise occurring at approximately 0.5 second interval.
The speech signal instead is non-zero excluding pauses
between the words. Thus NSRbefore in the case of the
transient sequence is quite small. However, the errors re-
sulting from the modeling and the separation are larger
than the energy of transients, which is why NSRafter is
bigger than NSRbefore.

On the other hand consider the case in which the
sinusoid acts as the disturbing sound source. The per-
formance measure indicates a drastic improvement com-
pared to the original case. This is due to the fact that
the energy of the sinusoid is quite large compared to the
speech signal. The separation system is able to atten-
uate the sinusoid quite completely. Thus the error in
the latter case consists largely of the modeling and the
separation.

6.2. .2 Recorded signals
Each subsystem operated in the desired manner also

using the recorded signals. Even in the most difficult
acoustic conditions, that is the office environment, both
subsystems performed well. However, there are a few
problematic cases for the DOA subsystem.

In case A basically all the signal types were separated
in such a manner that the background noise in the en-
vironments reduced compared to the original recorded
signal. However, some artifacts caused by the sinusoidal
modeling may be more disturbing with some samples
than the background noise in the original signal. The
extreme cases of this type of signals are of course the
noise signals and the noise-like signals which are not
even modeled plausibly at all with a reasonable amount
of sinusoids.

Presumably, the quality of the resulting signal is the
best in the anechoic chamber. However, the existence of
artifacts caused by modeling can be easily observed. In
the classroom and in the office, the effect of the room re-
sponse is prominent. It seems that the artifacts caused
by the modeling get even emphasized in these environ-
ments. This is probably due to the fact that in these
rooms the reverberation is significant. As a consequence
of the reverberation and the modeling, many people may
prefer the original signal to the modeled and separated
signal.

In cases B and C the observations concerning the
quality of the separated signals are somewhat overlap-
ping. Despite the 10 dB level difference in case B no sig-
nificant improvement was observed in the quality of the
separated signals using case C signals. Let us point out
that the 10 dB difference in sound level at the receiving
end of the configuration, is not so big subjectively. In
addition to the phenomena observed in case A, leaking
of the undesired sources to the separated desired source
occurs. This leaking is particularly disturbing since it
is random in nature. For instance, if male speech is
separated from male + female mixture, complete vowels
belonging to the female speech signal can be observed
while listening the separated male speech. This proba-
bly results from the reflections in the environments.

The significance of the transient processing subsys-
tem was conducted also for the recorded signals. Using
the generated signals, the quality of the speech signals
was improved. The transient detection operated also
with the recorded signals resulting in better intelligibil-
ity of the separated speech signals over the case where
only the sinusoidal modeling was used.

In this section a brief evaluation on the quality of
the separated sounds was made. However, a proper
subjective evaluation requires listening tests. A few
examples can be found in a demonstration page at
<http://www.cs.tut.fi/sgn/arg/partsi/Research/>.

7. Conclusions
A system was described for the separation of speech

signals from interfering sources using two sensors. Sim-
ulation experiments showed that separation of speech is
possible by grouping of spectral components based on
spatial origin. The direction-of-arrival of the strongest
source can be estimated quite reliably using only two
sensors. A method for the separation of transients was
proposed. The presented separation system is able to
separate speech signals, the performance depending on
the acoustic conditions.
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