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Monte Carlo
methods for
dynamical systems
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This talk is about estimation of a
dynamical state with noisy observations

1. Monte Carlo integration & Importance sampling
2. Statistical modeling of dynamical systems
3. Particle filter algorithm

4. Application examples
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If you cannot integrate analytically,
you can try Monte Carlo

B(g(x)) = / g(x)p(x)dx

Solution: Generate/Nrandom vector realisations

x) ~ p(x)

and approximate
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Importance sampling is a more flexible way
to form a particle set
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Bayes rule: knowledge comes from
prior information and measurements

\ Vo
p(x|y) = p(y|x) p(x)

f p(y)

p(x]y) x p(y|x) p(x)
“Posterior is prior times measurement likelihood.”
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Importance sampling can be used in
Bayesian inference

where x¥ ~ p(x)

and ) = p(y|x¥) normalized to w® =
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State-space model describes dynamical
systems with noisy measurements

Xk — fk(Xk—l) T Wi_1 Wg_1 ~ DI‘Q’
Vi = hi(Xg) + Vi v ~ Dy

measurement state = measurement noise  process noise
(observed)

X)—>X|—> X9 —> X3—> - -

Vool

Yo Y1 Y2 Y3
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Example: Almost-constant-velocity
model with position measurements

Pk
Pk

Yk

_ Pr_1+ Apr_1
Pk—1

Pr + Vg

+ Wg_1
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Bayesian filter solves the filtering
distribution

Problem: Find state x given the noisy measurements y.

Given p(xo) p(zk|Tr—1), p(Yk|zr), find p(Ti|y1:k).

Solution; Use the recursion

p(ﬂfk \ yl:k—l) — /p(ilfk \ 513k—1)p(33’k—1 \ yl:k—1)d$k—1

p(xk | y1.x) X p(yi | zx) p(@k | Y1:6—1)
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Bayesian filtering smooths the
estimated trajectory

120 -
100 -
80 -

60 -
statg |

20 -

true
-20 ° ° e measurement
filter

-40

0 5 10 15 20 25 30

H TAMPERE UNIVERSITY OF TECHNOLOGY Nurminen, slide 10/ 22



Side note: state model can be a
discretised continuous-time model

dx = f(x,t)dt + g(x,t)dS

N

The source of randomness can be:
 the ground truth is not known exactly
 nature (quantum mechanics)
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Bayesian filter is generally untractable

Kalman filter: the analytic i L
solution for linear-Gaussian /¥ = kel A Qe
case Ky = Pk|k_1H (HPk|k_1H + R)

Tk = Thlo—1 + Ki(yp — HpTp—1)
Py = (I — KiHy) Py

For almost any other model, one has to approximate.

Solution: Sequential Importance Sampling (SIR)
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SIS gives a Monte Carlo approximation
of the posterior of a dynamical system

Xéi) ~ p(x0) w(()i) = %
for k=1,2,...
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= (4)
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SIS means “guessing” the trajectory
and weighting based on measurement

generated trajectories
¥ measurement
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Resampling is nheeded, otherwise the weights
degenerate (i.e. all but one go to zero)

let IT;, be the distribution on 1: N with probabilities w,(::N)

draw j1,...,7n from II categorical distribution
1: N 1: N
replace X]g ) X](j 1) and w,i ) %

multinomial resampling

! LL;;; > LR

Need not be done at every step, can be done e.g. when

1
~ O <0.1-N
Zizl(wk )

H TAMPERE UNIVERSITY OF TECHNOLOGY Nurminen, slide 15/ 22



SIR gives a Monte Carlo approximation
of the posterior of a dynamical system

~p(x0)  wy) = &

<)
for k=1,2,...

<\~ p(x]xi? )

| | ~ (1)

- (i i ? e W

w;(g):w;(gzl'p(wlxz(f)) wl(c): ZNk~(i)
i=1 W

Z wyg(x;”)

resampling
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Common terminology

particle £ one Monte Carlo sample of the current
state / of the trajectory

particle filter £ SIR
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Example 1: Indoor location becomes more
accurate by downweighting wall-collided
particles

EEL"SET

T

i1y
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Example 2: Aircraft localisation with
altitude measurements

https://www.youtube.com/watch?v=aUkBa1zMKv4

Demo by A. Svensson, Uppsala University, 2013.
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https://www.youtube.com/watch?v=aUkBa1zMKv4

Particle methods are flexible but
computationally expensive

4+ Very flexible: work with almost any model.

4+ Mathematically rigorous: v — oo convergence proved.
Good reference solution even for real-time stuff.

4+ Give full probability distributions, not only point
estimates.

4+ Easy to code and often easy to understand.

— Computationally heavy for some models
— Do not work with constant parameters
— Curse of dimensionality
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Particle filter has lots of extensions
and active research directions

 particle smoothers (estimate the whole trajectory)

« Rao-Blackwellized particle filters (do some
dimensions analytically, more efficiency)

« Fighting particle degeneracy:

— more efficient importance distributions

— particle flow filters
likelihood p(ylx)

prior p(x)
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