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Abstract – The destroying of rainforests can warm the climate even more than the doubling of 
CO2 concentration can do. The temperature close to the surface of the earth can change due to the 
change of the feedback or the amount of water in the atmosphere, without any forcing or change 
in the concentration of CO2 as well as other greenhouse gases. This paper derives physically the 
sensitivity and the response time of the climate due to radiative forcing and a change in feedback. 
During the last century the temperature increase consisted of change in solar activity (0.47°C), 
destruction of rainforests (about 0.3°C), increase of the concentrations of the greenhouse gases 
(about 0.1°C) and increase of aerosols (about -0.06°C). About one half of the temperature 
increase was anthropogenic. Copyright © 2011 Praise Worthy Prize S.r.l. - All rights reserved. 
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Nomenclature 
T Global mean temperature 
Te Global mean temperature without greenhouse 

gases 
T2CO2 Temperature increase due to doubling of CO2
TQ Temperature change due to radiative forcing 
TG Temperature change due to change of 

feedback 
R Climate sensitivity 
R0 Climate sensitivity without feedback 
Rav Average climate sensitivity 
Qs Surface ux 
Q Absorbed ux 

Q Radiative forcing 
f Feedback factor 
F Feedback loop gain 
G Feedback proportionality coef cient 
p Partial pressure of water vapor 
C Heat capacity 
g Step response 
h Impulse response 

 Phase difference 
 Response time 

L Diffusion length 
D Diffusivity 

I. Introduction 
The main goal of this paper is to calculate the change 

of the global mean temperature of the earth’s climate due 
to a forcing like greenhouse gases and also without 
forcing. In addition, we like to know the corresponding 
response time. The temperature change T2CO2 of the 
climate due to the doubling of the CO2 concentration is 
still very uncertain. 

According to the Intergovernmental Panel on Climate 
Change (IPCC) the change of the global mean 
temperature T2CO2 is likely between 2 and 4.5 K, most 
likely 3.2 K [1]. Hansen et al. [2] have reported T2CO2 
between 2 and 5 K, assuming that the present 
temperature change results from the increased 
concentration of greenhouse gases. The major reason to 
the uncertainty is that the sensitivity R = dT/dQ of the 
climate is not very well known. The sensitivity gives us 
the surface temperature change T  =  R Q, where Q 
(W/m2) is the radiative forcing. Values of IPCC and 
Hansen imply that there is a positive feedback in the 
climate system. However, there are papers by Douglass 
et al. [3],[4] and Idso [5], where much smaller 
sensitivities are presented. These results are obtained e.g. 
from the annual solar irradiance cycle. Also Lindzen [6], 
Lindzen and Choi [7], Spencer and Braswell [8], [9] 
have reported a negative feedback.  

The response times have been estimated from 
observed temperature pro les. The IPCC values are on 
the order of 10 -100 years, Meehl et al. [1] and Hansen et 
al. [2]. Using the autocorrelation study of the 
temperature curves, much smaller values like from 0.4 to 
10 years are presented by Scafetta [10] and Schwartz 
[11]. The problem with these methods is that the 
response times of the climate and the forcing are mixed. 
Response times from 1 to 2 months are obtained by 
Douglass et al. [3],[4].  

II. Estimation of Climate Sensitivity     
and Net Feedback 

The total ux Q = 326 W/m2 absorbed from the 
longwave emission is the incident surface ux Qs = 396 
W/m2 minus the transmitted one 70 W/m2,  see Fig. 1 in 
[12]. The atmosphere absorbs a fraction  =0.82 of the 
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surface radiation Qs upwelling from the ground, or Q = 
Qs. The absorbed ux Q =  326  W/m2 increases the 

temperature T close to the earth’s surface by about 34 
degrees, from 255 K to 289 K. Thus, the average 
sensitivity Rav is  34  K/(326 W/m2)  =  0.104 K/(W/m2). 
Using linear approximation T  =  Rav Q, this gives for 

T2CO2
 

only about 0.39 K, if the forcing Q has the 
IPCC value 3.78 W/m2. The above very rough estimation 
of the sensitivity gives us a hint to carry out a more 
detailed study based on the observed values of the 
climate. 

We de ne the climate sensitivity R0 without feedback 
as follows: 

 

 0 3
1

44s s

dT TR T
dQ QT

 (1) 

 
where Qs = T4 is the blackbody emission ux from the 
earth’s surface and  is the Stefan Boltzmann constant. 
Integration gives the total forcing curve: 

 
 4 4

s eQ T T T  (2) 

 
where Te is 255 K and the emissivity is set to unity. The 
total forcing in Qs derived from the energy budget in [12] 
as the difference between the surface radiation 396 W/m2 

and the outgoing longwave radiation 239 W/m2 is 157 
W/m2.  

Notice that Qs(289 K), from equation (2), is about 
156 W/m2, which is close to the value derived from the 
energy budget. Taking into account all the possible 
feedback mechanisms we may write: 

 

 0 0

      
sdT R T dQ R T dQ f T dT

R T dQ
 (3) 

 
where R(T) is the actual sensitivity with all the feedback 
and f(T) is a temperature dependent feedback factor. The 
forcing dQ = d(  Qs). From equation (3) we get: 
 

 0 0

01 1
R T R TdTR T

dQ f T R T F T
 (4) 

 
or: 

 
0

1dQ f T dT
R T

 (5) 

 
The integration of equation (5) should give the curve 

Q(T), which starts at point A in Fig. 1(a), the condition 
without greenhouse gases, and goes through point B, the 
present condition of the climate.  

We assume that the major feedback is proportional to 
the change of the water vapor concentration with 
temperature. Still simplifying, the feedback factor is 

assumed to be proportional to the derivative of the water 
vapor saturation pressure: 
 

 dpf T G
dT

 (6) 

 
where p is the saturation pressure of water vapor, and G 
is the proportionality coef cient. 

We assume also that the surface albedo is constant. 
Integration of equation (5) gives: 
 

 0

1  

        
e

T

T
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dpQ T G dT
R T dT

Q T G p T p T

 (7) 

 
As a rst approximation, the water vapor saturation 

pressure is given by the Clausius-Clapeyron equation. 
We use here the Antoine equation, a simple empirical 
improvement to the Clausius-Clapeyron equation, widely 
used over limited temperature ranges [13]. The 
parameters for the range 273 - 473 K match fairly well 
with the experimental data down to Te = 255 K. In the 
range under consideration the vapor pressure increases 
nearly exponentially with temperature, see Fig. 2. 

Water vapor and clouds have a positive feedback in 
the longwave emission and a stronger negative feedback 
in incoming shortwave insolation. In addition, the latent 
heat gives more negative feedback. The slope of the 
curve T(Q) in Fig. 1(a) represents the sensitivity of the 
climate. At point A the sensitivity R(255 K) without 
greenhouse gases is little less than R0(255 K), which is 
0.26 K/(W/m2) according to equation (1). The reason is 
that even at the temperature 255 K we have a small 
derivative dp/dT and a weak feedback, which makes 
R(255 K) slightly smaller than R0(255 K), according to 
equation (4). This is clearly seen in Fig. 1(b). So, the 
sensitivity at 255 K is substantially larger than Rav = 
0.104 K/(W/m2), the slope of the straight line between 
points A and B. We assume that the feedback does not 
change sign. This also means that the curvature of T(Q) 
does not change sign. Hence, to go through points A and 
B the slope of T(Q) at point B has to be substantially 
smaller than Rav and the net feedback has to be negative. 

The sensitivity at B in Fig. 1(a) or at B' in Fig. 1(b) 
depends slightly on the shape of T(Q). However, the 
shape determines how much smaller than 0.104 
K/(W/m2) the present sensitivity is.  

For example, in Fig. 1(b) the sensitivity at B' is 0.058 
K/(W/m2) as calculated from equation (4) with f =  -
Gdp/dT , where G = 103 W/(m2kPa). Another possibility 
to derive G is to use equation (7), where G[p(T) -

 
p(Te)] 

should be (326 -  
 
156) W/m2 = 170 W/m2. 

It turns out that any monotonically decreasing 
function f(T), which forces the curve Q(T) to go through 
the points A and B so that the slope of Q(T) at 255 K is 
very close to the slope of curve AC, has the derivative at 
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point B between 0.05-0.07 K/(W/m2).  
 

 
 

 
 

Figs. 1. (a) Temperature curves AC, T(Qs) without feedback and AB, 
T(Q) with a net feedback. The points A, B and C are observed ones. The 

proportionality coef cient G in curve AB is 103 W/(m2
 
kPa). The two 

extra curves are plotted with 25 % higher and lower G, for a purpose of 
comparison. (b) The corresponding sensitivities R0(Qs) and R(Q), the 

derivatives of T(Qs) and T(Q), respectively 
 

 
 

Fig. 2. The partial pressure of the saturated water vapor p and the 
derivative dp/dT as a function of temperature, according to Antoine 

equation 

For example with 25 % larger or smaller G the 
derivatives are 0.054 K/(W/m2) and 0.063 K/(W/m2), 
respectively. See also point B' in Fig 1(b). This is very 
strong proof of the climate sensitivity. 

Consequently the only possible choice for f(T) is the 
amount of the water vapor and clouds in the atmosphere. 
In addition the speed of the hydrologic cycle has an 
effect on f(T) via latent cooling.  

In the real climate, both the forcing Q and the 
proportionality coef cient G can change. Then  
 

 
 e

Q G

T R Q R G p T p T

T T
 (8) 

 
where TQ and TG are the changes in temperature due 
to the changes of the forcing and the feedback, 
respectively.  

 

 
 

Fig. 3. The total temperature change is the sum of the contributions of 
the radiative forcing Q and the change of the coef cient G. In the 

curves T (Q, G1) and T(Q,G2) the coef cient G is constant with G1 >G2. 
In the curve T(Q,G) the coef cient G is changing. The point B is the 

same as the point B in Fig. 1(a) 
 

The ctional situation, as demonstrated in Fig. 3, 
shows that the measured sensitivity T/ Q, the slope of 
the curve T(Q,G), can be much larger (or smaller) than 
the sensitivity due to the radiative forcing, the slope of 
the curve T(Q,G1) or T(Q, G2). So, the measured 
temperature curve as a function of the measured CO2 
concentration is not a very good tool for the estimation 
of T2CO2

 
, because we cannot assume that G is zero.  

III. Physical Theory of the Response         
of the Climate 

On the basis of our simpli ed estimation above, we 
conclude that we have to nd a physical climate model 
i.e. the response of the climate, which gives the 
sensitivity and response time, as well. In physics, we 
describe any system by its impulse response h(t), which 
contains all the information about the performance of the 
system in the domain t. Mostly t is time.  
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The output signal Sout(t) is given by the convolution of 
the impulse response h(t) and the input signal Sin(t) as 
follows: 

 

 
            

out in

in

S t h t S t

h t' S t t ' dt '
 (9) 

 
If the input signal is the Dirac delta function (unit 

impulse) (t), then the output signal is the impulse 
response of the system. On the other hand, if the input is 
a step function given by: 
 

 
1    0
0    0  

, t
H t

, t
 (10) 

 
the output signal is a step response g(t) of the system. 
The derivative of the step response gives the impulse 
response [14] i.e.: 
 

 
dg t

h t
dt

 (11) 

 
First we de ne the climate system, which consists of 

the whole atmosphere including all the greenhouse gases, 
the surface of the earth to the depth of a few meters,  all  
the lakes, and the mixing layer of the oceans to the depth 
of about 80 m. Later, we extend the thermodynamic 
climate system including the whole globe and 
atmosphere.  

We assume that the climate is in a thermal equilibrium 
at the global annual mean temperature T0 close to the 
surface. In addition, we have an energy balance on the 
surface and at the top of the climate. All types of energy 
circulation inside the system have a very small effect on 
the global mean temperature values, because the energy 
is moving in the atmosphere and in the oceans from one 
place to another so that the conservation of energy is 
valid. 

More information is given in the discussion. Of 
course, these circulations have a great impact on the 
weather conditions. This theory deals with the global 
annual average values only. So, the temperatures can 
change locally, horizontally and vertically, for example, 
like the lapse rate in the atmosphere. The air temperature 
close to the earth’s surface represents very well the 
temperature of the climate, because the major heat 
energy is close to the surface. The heat capacity of the air 
decreases exponentially with altitude. We calculate 
everything corresponding to an average vertical parcel of 
the climate system. The cross-section of the parcel is one 
square meter. 

In order to nd the impulse response of the climate 
system we derive rst a step response. We assume that 
the climate at the equilibrium temperature T0 senses an 

abrupt forcing Q, which corresponds to the temperature 
increase of T. The initial energy ux to the climate 
system is Q = T/R. With time the heating power per 
square meter is proportional to the difference between 
the nal temperature T0 + T and the current temperature 
T(t). 

This process can be described by a simple differential 
equation: 

 

 0dT t T T T t
C

dt R
 (12) 

 
where C is the total heat capacity of the climate system. 
If the sensitivity R is constant and the forcing starts at t 
=0, the solution of equation (12) is simply: 
 

 0 1 t /T t T
e

T
 (13) 

 
where  = RC and T = R Q. Equation (13) gives us the 
step response, the derivative of which is the impulse 
response of the climate system: 
 

 
t /eh t  (14) 

 
The responses are shown in Figs. 4. 
 

 
 

 
 

Figs. 4(a). The step response g(t) and (b) the impulse response h(t) of 
the climate system 
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IV. Derivation of the Sensitivity R and the 
Response Time  

In climate research one possibility is to derive the 
climate parameters R and  using glacial and recent 
temperature curves, i.e. Sout(t) of the climate. 
Unfortunately, this is a very hopeless or even an 
impossible task, because we cannot derive h(t) from 
Sout(t)= h(t)*Sin(t). We will obtain only complicated 
information about both functions h(t) and Sin(t), and it is 
dif cult to distinguish the impulse response h(t). We 
have to know the forcing as a function of time, because 
Sin(t)= R Q(t). 

In addition, a change of the coef cient G can change 
the temperature without any radiative forcing. The other 
possibility is to use theoretical circulation models to 
derive the possible feedbacks and nally the sensitivity. 
See e.g. [2], [15]-[22].  

Furthermore, in real climate it is almost impossible to 
arrange merely the step or unit impulse forcing. One 
possibility is to use a sinusoidal input. This is a common 
way to test electronic circuits. We have two options, 
namely the temperature pro les over day and night or 
over summer and winter. The diurnal temperature 
behavior may be too fast and it is not very sinusoidal. 
However, the annual temperature curve (not too close to 
the poles and the equator) seems to be close to 
sinusoidal. So, the forcing in the solar irradiation annual 
cycle is approximately: 

 

 inS t RAcos t  (15) 
 
where  =2 /year and A is the amplitude of the solar 
forcing. Using equations (9), (14) and (15) we obtain: 
 

 
            

out

out

S t RAcos t h t*
RA cos t

 (16) 

 
where: 
 

 
21

out
AA Acos

 (17) 
 
is the amplitude of the temperature cycle and: 
 

 1tan  (18) 
 
is the phase difference between the temperature and solar 
cycles. Finally, we obtain the response time: 
 

 tanRC  (19) 

 
Because there is a nice analogy with an electronic RC-

circuit, we can use it as a model as shown in Fig. 5.  

The analogy between the climate system and 
electronic circuit parameters is as follows: voltage  
temperature, electric current  heat current, electric 
capacitance  heat capacity, electric resistance  heat 
resistance, and electric charge  heat energy.   

 

 
 

Fig. 5. RC-circuit model of the climate system 
 
The basic idea is to measure   and to calculate the 

heat capacity C of the climate, taking into account the 
heat capacity of the mixed layer in the ocean. The 
capacity over the ocean is larger than over the land. 
Thus, it is useful to apply the basic differential equation 
(12) separately to the land and to the ocean. After this we 
can calculate  and R for land and for ocean using 
equation (19).  

The heat capacity over land is the sum of heat 
capacities of air and a thin layer of the ground. The 
thickness of the layer is a fraction of the diffusion length. 
Our simulations later will give more information on the 
diffusion into the deep soil.  

The heat diffusion lengths for the sinusoidal and for 
the step input are given by Lsin = 2D /  and Lstep 
=1.264 Dt , where D is the diffusivity of sandy soil, 
2.4·10 7

 
m2/s [23].  

According to the above equations the diffusion length 
for a step response is 2.24 times the diffusion length for a 
sinusoidal input with the same time scale. The heat 
capacity of the atmosphere is about 10.35 MJ/(Km2) with 
a relative humidity of 70 %. The moisture of the soil 
increases the heat capacity.  

The heat capacity over the ocean is a little different, 
because in the ocean there is a mixed layer with a 
thickness varying between 20 and 100 meters. The 
temperature of the mixed layer follows approximately 
the surface one.  

This means that we have to take into account the heat 
capacity of the mixed layer. In addition, below the mixed 
layer we add the capacity of the layer, which is a part of 
the diffusion length like in the case of the soil. So, the 
total heat capacity over the ocean without the diffusion is 
about 325 MJ/(Km2), which is the sum of the heat 
capacities of air and the mixed layer. The average 
thickness of the mixed layer is 75 m [24],[25]. The 
contribution of the diffusion to the heat capacity will be 
estimated in our simulations.  

The thermal diffusivity of water is 1.410 7
 
m2/s. The 

heat capacity over the ocean is about thirty times the heat 
capacity of the atmosphere.  
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V. Experimental Derivation of R and  
We used the results of [26]. This paper is very helpful, 

because it gives the phase lags separately for the land 
and ocean. The mean lags between the annual 
temperature and solar irradiation cycles, observed from 
year 1954 to 2007, are 29±6 days over the land and 
56±11 days over the ocean. We prefer using phase 
information instead of amplitude information, because 
the reference phase is exactly known at solstices. Thus, 
we need to know only the date of the annual temperature 
maxima or minima. Of course, it is possible to use the 
amplitudes A and Aout and to apply equation (17), but then 
we have to use two pro les, which both have 
measurement uncertainty.  

The lags given by [26] correspond to the phase 
differences land =  28.6° and ocean =  55.2°. Substitution 
to equation (19) gives the response times land =  1.04 
months and ocean =2.74 months, and the sensitivities Rland 
=0.244 and Rocean =0.0222 K/(W/m2). The rest of the 
results are collected in Table I.  

The areas of land and ocean are roughly 29 % and 71 
%, respectively. Because the temperature change over 
the land is one order of magnitude greater than that over 
the ocean, the global sensitivity depends substantially on 
how much the temperature changes balance out, e.g. by 
winds. We denote the extreme cases, which correspond 
to perfect imbalance and perfect balance by Rglo1 and 
Rglo2, respectively. In the rst case the global temperature 
change is simply the mean change weighted by the areas 
dT =0.29 dTland +0.71 dTocean. Dividing by dQ we get: 

 

 1 2
K0 29 0 71 0 0863

W/mglo land oceanR . R . R .  (20) 

 
In the second case we assume that heat ows between 

land and ocean until the changes in temperature are 
equal. Conservation of energy requires that  
0.29ClanddTland + 0.71CoceandTocean = 0.29ClanddT + 
0.71CoceandT, where Cland and Cocean are the heat 
capacities per unit area and dT is the common 
temperature change. Solving dT and dividing by dQ we 
get: 

 

 
2

2

0 29 0 71
0 29 0 71

K         0 0251
W/m

land land ocean ocean
glo

land ocean

. C R . C R
R

. C . C

.
 (21) 

 
The perfect balance is never reached globally but the 

local sensitivity on the coast should be close to Rglo2. 
According to [26], the lag on the coast is 42 days (  = 
41.4°). Substitution of this value to equation (19) gives 

coast = 1.685 months.  
The coast can be thought of as an area, which is half 

ocean and half land. If we use the average heat capacity 
Ccoast =(Cland+Cocean)/2 = 168 MJ/K we get Rcoast =0.026 

K/(W/m2). This value is in good agreement with the 
value Rglo2.  

The nal sensitivity is between Rglo1 and Rglo2 
depending on how well the difference of the temperature 
change between the land and ocean is balanced. The 
linear combination 0.544Rglo1 +0.456Rglo2 is equal to the 
sensitivity 0.058 K/(W/m2) derived in Fig. 1.  

VI. Heat Diffusion Into the Thermocline 
and Into the Ground 

The ocean consists of a mixed layer with an average 
thickness of 75 m. Below the mixed layer is the nearly 
permanent thermocline going down to 1000 m. In the 
average thermocline the temperature decreases from 
16°C to 4°C. Below the thermocline is the deep ocean, 
where the temperature decreases very slowly a few 
degrees. 

 

 
 

Fig. 6. R'C'-chain connected to the climate system 
 
The diffusion into water in the ocean can be modeled 

by coupling an R'C'-chain parallel with the heat capacity 
of the mixed layer in the ocean C0

ocean
 = 324.6 MJ/K as 

shown in Fig. 6. Now the heat capacity C0
ocean

 does not 
include the diffusion layer below the mixed layer, so it is 
smaller than Cocean (325.0 MJ/K) as demonstrated in 
simulations later. The diffusion takes place in the R'C'-
chain. The heat resistance R' and the heat capacity C' of 
the water layer depend on the thickness of the layer. The 
heat resistance of one square meter parcel is 1.75 
K/(W/m), and the heat capacity of the parcel is 4.19 
MJ/(Km3). The voltage at each junction of the R'C'-chain 
models the temperature of the corresponding layer. Figs. 
7 show a simulation example of the ocean coupled with 
the diffusion layers. We used 48 layers with a thickness 
of 0.104 m, in other words 48 R'C' circuits in the chain. 
The topmost curve in Fig. 7(a) is the step response of the 
coupled climate, and it is the temperature Tclimate (0 m) at 
the condenser C0

ocean
 , when the temperature input step is 

one K. In addition, before the step input to the circuit all 
the 48 condensers of the R'C'-chain have been charged 
corresponding to the temperature pro le of the 
thermocline. In the thermocline, just below the mixed 
layer, the temperature decreases about 0.03 K/m. Fig. 
7(a) presents also the temperature pro les at a depth of 1 
m, 2 m, and 5 m. Note that even at a depth of 5 m 
warming is quite slow. Using a sinusoidal input Tin in 
the circuit of Fig. 6 with the angular frequency of 
2 /year we can adjust Rocean so that the phase angle is the 
observed one 55.2°. With this value of Rocean we can 
calculate Cocean using the relation ocean = RoceanCocean. The 
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difference Cocean-C0
ocean 

 (very small = about 0.4 MJ/K) 
is the heat capacity of a part of the diffusion layer. This 
difference is greater (about 1 MJ/K) for the step input, 
because the thermal diffusion length is 2.24 times larger 
than in the case of a sinusoidal input. Fig. 7(b) 
demonstrates the diffusion to the thermocline with the 
sinusoidal input. The phase difference between the input 
and Tclimate (0 m) is 55.2°. Note that the amplitude of the 
signal obeys equation (17), even though we did not use 
this information. Part b presents also the temperatures at 
a depth of 1 m, 2 m, and 5 m from the bottom of the 
mixed layer. Similar treatment and simulations as above 
can be done for the climate over the land. In this case, 
the condensers in the R'C'-chain are charged at higher 
temperatures, because the temperature in the ground 
increases about 0.03 K/m. The heat diffusion into the soil 
has a greater effect on the sensitivity, because the 
capacity of the air (10.35 MJ/K) is much smaller than the 
capacity (324.6 MJ/K) in the case of the ocean. In the 
simulations we have used for the soil R' =3.33 K/Wm2 

and C' =1.28 MJ/Km. In the land case the capacities of 
the diffusion layer are approximately 0.4 MJ/K and 0.9 
MJ/K for a sinusoidal and a step input, respectively. 

Figs. 8 demonstrate a big difference between the 
continental and marine climates. Most people experience 
this effect very easily. Fig. 8(a) shows the step responses 
of the climate over the land, over the ocean, the step 
response of the global average climate without balancing 
the difference of the temperature change between the 
land and ocean (Glo1), and the step response with a 100 
% Balanced climate (Glo2). In addition, Fig. 8(b) shows 
the nal global step response and the step response on 
the coast. The global step response Global = 0.544 Glo1 
+ 0.456 Glo2, see Fig. 8(b). From this curve we are able 
to estimate the global response time 1.31 months. The 
step response on the coast should be very close to Glo2 
because the mixing on the coast is close to 100 %. Using 
the R'C'-chain it is easy to calculate the slope of the step 
response at later times. The simulations show that the 
average climate warms about 3.5·10 3

 
K between 10 and 

20 years after the step of one K. This requires a forcing 
of 12 W/m2 . The corresponding IPCC value is 0.1 K/10 
years [1]. For the above results we have assumed that 
heat goes from the bottom of the mixed layer to the 
thermocline only by thermal diffusion. Of course, 
vertical convection increases heat conduction, as well. 
Using our simulation, we can easily calculate the case, 
where the conduction in the thermocline is hundreds of 
times the conductivity in heat diffusion in water.This 
corresponds to the Eddy diffusivity 1.4·10 5

 
m2/s 

[27],[28] in the ocean.  
The results show that the sensitivity decreases 12 % 

and the temperature of the climate increases about 
7.1·10 3

 
K between ten and twenty years from the step of 

one degree. This step requires the forcing of 13 W/m2 . 
Of course, with the forcing of 1.3 W/m2 the temperature 
change of the climate is only 7.1·10 4

 
K/10 years. Note 

that the IPCC value is 0.1 K/10 years.  

 
 

 
 

Figs. 7. (a). The step response of the climate coupled to the diffusion 
layer, and temperatures at different water layers Tclimate (0 m), 1 m, 
2 m and 5 m below the mixed layer. b) The same demonstration using 

sinusoidal input with a year period. The phase difference between Input 
and Tclimate (0 m) is 55.2° 

 
 

 
 

 
 

Figs. 8. All the step responses are drawn with the forcing of Q = 
1K/Rland =4.12 W/m2

 
. (a) The step responses over the land and over the 

ocean. The step response Glo1 is the average weighted by the areas of 
land and ocean. The step response Glo2 is the average when the 

temperature difference between land and ocean is smoothed. 
(b)The extended part including the step response on the coast and the 

nal global step response 
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VII. Application of the Model to CO2 
The doubling of CO2 concentration gives a forcing of 

3.78 W/m2 (IPCC). In the literature, a smaller value of 
2.4 W/m2 can be found [29]. Using our average annual 
global sensitivity and the above forcings, we can 
calculate the change of the global mean temperature as 
follows  

 
 

22 0 058 3 78K 0 22KCO globalT R Q . . .  (22) 

 
or: 
 

22 0 058 2 4K 0 14KCOT . . .  (23) 

 
These numbers are much smaller than IPCC values: 2 

-4.5 K.  
In this application we have to perform a small 

correction to the sensitivity. Our radiative forcing dQ 
includes also small positive feedbacks of water vapor 
and clouds in longwave absorptions. These are 1.4 
W/(m2K) and about zero, according to Fig. 3 in [19]. So, 
we have to use the forcing Q2CO2+ Qwater  
(3.78+1.4·0.22) W/m2 = 4.09 W/m2 . This gives T2CO2

 
 

0.24 K. A better way to carry out this small correction is 
to add the water vapor feedback directly to the loop gain 
F , which changes to -2.13 +1.4R0 = -1.88. thus, the 
sensitivity of the climate for all greenhouse gases, except 
water vapor, is Rg =0.063 K/(W/m2).  

Now the nal values of T2CO2
 
are 0.24 K and 0.15 K 

with the forcings 3.78 W/m2 (IPCC) and 2.4 W/m2, 
respectively. The results are in good agreement with the 
results by [30].  

VIII.   Effect of the Destruction of the 
Rainforests on the Global Mean 

Temperature 
Fig. 1 shows also T(Q)-and R(T)-curves with 25 % 

smaller and larger coef cient G. These curves 
demonstrate that temperature can change much without 
any absorption forcing. Note that the sensitivity R 
changes very little. The temperature change is given by  

 
 G eT R G p T p T  (24) 

 

Approximately a 10 % change in G corresponds to the 
temperature change of 1 K. A good example of this is a 
change in the solar activity, which changes the 
cloudiness of the atmosphere. The clouds have a strong 
negative feedback. This has a much bigger effect on the 
temperature than a small radiative forcing (about one per 
mil) due to the change of the insolation [31]. Also 
aerosols can change G.  

One more important example about the use of the 
equation (24) is the estimation of the temperature change 
due to the destruction of the rainforests. The feedback 
loop gains: 

 

 0 0
dp T

F f T R G R
dT

 (25) 

 
derived for land, for ocean and for globe are 0.25, -7.28, 
and -2.13, respectively, see Table I. 

Then the corresponding coef cients G are roughly: 
Gland = -12 W/(m2kPa) , 
Gocean = 348 W/(m2kPa) and  
Gglobal = 103 W/(m2kPa).  
These values are global mean ones at the average 

temperature 289 K. In rainforests vaporization is very 
effective, because the evaporation is abundant due to the 
strati cation of large-area leaves in the vegetation. The 
relative humidity is high and also cloudiness is high due 
to thunderstorms. The hydrologic cycle is very rapid. 
Thus we can assume that Grainforest 

 

Gocean. If man 
destroys the rainforest over an area of A0 and after the 
destruction the area is like average land with Gland = -12 
W/(m2kPa), then the total change of G is Gocean -Gland = 
360 W/(m2kPa) or larger. This corresponds to the change 
of about: 
 

 0
2
W360

m kPaglobal
A

G
A

 (26) 

 
where A is the area of the earth globe. For example if 
A0/A =1 % or A0 

 
5.4·106 km2, the global mean 

temperature change according to equation (24) is about 
0.3 K. So, it is much easier for us to cause a bigger 
climate change by destroying rainforests than by 
increasing CO2 concentration in the atmosphere.  

The above example corresponds to the case, where 1 
% of the area of the earth is changed from ocean to land. 

 
TABLE I 

CLIMATE RESPONSE TIMES , SENSITIVITIES R, HEAT CAPACITIES C AND FEEDBACK LOOP GAINS F 

  (month) R(K/(W/m2)) C(MJ/(Km2)) F sinusoidal step sinusoidal step 
Land 1.04 0.254 0.243 10.8 11.2 +0.25 

Ocean 2.74 0.0222 0.0221 325 326 -7.28 
Glo1 1.15 0.0893 0.0863   -1.12 
Glo2 2.35  0.025   -6.32 
Coast 1.69  0.026  168 -6.04 

Global (Fig. 1)   0.058   -2.13 
Global 1.31  0.058   -2.13 
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If we replace the relative areas of 29 % and 71 % with 
30 % and 70 % for land and ocean, respectively, 
equations (20) and (21) give a new global sensitivity 
Rglobal =0.0596 K/(Wm2). This means that the feedback 
loop gain F is changed from -2.13 to -2.05 giving the 
change of G about -4 W/(m2kPa). This result supports 
the value -3.6 W/(m2kPa), given in equation (26). Quite 
large areas of the rainforests have been destroyed since 
1970 [32]. This explains at least partly the rapid 
temperature increase in the same time period.  

IX. Discussion 
Finally, we like to point out that according to our 

results there is no so called faint young sun paradox [33]. 
Assuming that during the faint young sun the insolation 
was 25 % smaller than now the temperature change was 
about 0.058 K/(W/m2)(-0.25·341W/m2) 

 
-5K. So the 

temperature was only 5 K lower than now and our globe 
was not frozen. In addition, the coef cient G was smaller 
than 103 W/(m2kPa), because the amount of biomass was 
smaller than now.  

In this paper we have assumed that the surface albedo 
and the coef cient G are constants all the way from A to 
B in Fig. 1(a). It turns out that the change of the surface 
albedo would make the curve AB to start with a little 
higher and end with a little lower slope. In our model this 
means that the coef cient G would change from a little 
lower to a little higher value than 103 W/(m2kPa) on the 
way from A to B. Solar energy is also stored in 
mechanical forms like wind, waves and streams in the 
oceans, and potential energy. These energies are very 
small compared with the thermal energy stored in the 
climate and ocean. Usually these mechanical energies 
increase when the temperature of the climate increases, 
so they increase the negative feedback slightly. We have 
to point out that the sensitivity and response times can 
change slowly, for example, due to the changes of the 
surface albedo and the temperature. As shown in Figs. 1, 
the sensitivity of the climate decreases, when the 
temperature and forcing increase. This corresponds to the 
extra negative feedback in the climate.  

In the climate, the heat energy circulation does not 
change the average temperature, if the circulation takes 
place along a path, where the heat capacity is constant. 
For example, wind over the ocean or a stream in the 
ocean has a minor effect on the average global 
temperature. However, if the wind is crossing the coast, 
the average temperature can change, because the heat 
capacity over the ocean is thirty times of that over the 
land. This is the greatest effect on the average 
temperature, due to circulation. 

X. Conclusion 
We have estimated the global mean sensitivity of the 

climate using two independent physical methods. The 
simpli ed method uses three well-known points (Q, T), 

the points A, B and C in Fig. 1(a), and a single adjustable 
parameter G. The other method uses two experimental 
phase lags between the annual solar irradiation cycle and 
the annual temperature curve, one for the ocean and one 
for the land. Since the annual solar irradiation cycle is 
well known the response time of the climate is only a 
function of the phase lag. In this method we need to 
know only the shapes of the irradiation and temperature 
curves, the absolute amplitudes are not relevant. So, the 
long-term variation of forcings and feedback has a minor 
effect on these results. We apply only the conservation of 
energy to the climate system as a function of time. The 
basic physics is in the differential equation (12).  

Our values for the sensitivity and response time are in 
good agreement with each other and much smaller than 
the values reported earlier by studies based on the 
experimental temperature curves. We should realize that 
the temperature curve is a result of the solar activity and 
other forcings as well as the feedback. It is practically 
impossible to separate the roles of these factors in 
climate change merely from the temperature curve.  

We believe that the greatest changes in temperature 
are due to the change in the proportionality coef cient G, 
i.e. the relation between cloudiness and water vapor 
concentration. The temperature increase of the last 
century can be explained almost completely by the 
increase of solar activity and the decrease of cosmic ray 

ux together 0.47 K [31], the destruction of rainforests 
about 0.3 K, the increase of greenhouse gas 
concentration about 0.1 K and increase of aerosol about -
0.06 K [1]. The sum of these contributions is 0.81 K, 
which is close to the observed temperature increase [34].  

In the end, we conclude that maybe one reason for the 
long history of life on our globe is the negative feedback 
of the climate for the global temperature.  
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