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Workshop Booklet

The purpose of the conference is to stimulate research and, in an informal setting, to foster the

interaction of researchers in the interface between statistics (including applied probability) and

matrix theory. The Workshop will provide a forum through which statisticians may be better
informed of the latest developments and newest techniques in linear algebra and matrix theory
and may exchange ideas with researchers from a wide variety of countries.

International Workshops in Matrices and Statistics are held annually in different locations
around the world. This Workshop is the fourteenth in the series with the Workshops having
been held at the following locations:

Tampere, Finland, August 1990
Auckland, New Zealand, December 1992
Tartu, Estonia, May 1994

Montréal, Québec, Canada, July 1995
Shrewsbury, England, July 1996
Istanbul, Turkey, August 1997

Fort Lauderdale, Florida, USA, December 1998
Tampere, Finland, August 1999
Hyderabad, India, December 2000

10 Voorburg, The Netherlands, August 2001
11.  Lyngby, Denmark, August 2002

12.  Dortmund, Germany, August 2003

13.  Bedlewo, Poland, August 2004
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March 2005 marks the 200" anniversary of Legendre's appendix on the
method of least squares
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Conference Program

Tuesday March 29

8.00-9.20

9.20-9.30

9.30

9.35

9.40

Registration — Foyer of Quad B Building, Massey University, Albany
Campus Auckland

Maori Powhiri

The powhiri is the Maori welcome ceremony. It removes the tapu of the
Manuhiri (visitors) to make them one with the Tangata Whenua (Home
people) and is a gradual process of the Manuhiri and the Tangata Whenua
coming together.

International and New Zealand visitors to assemble in the Quadrangle
between Quad A and Quad B Buildings. Massey University participants to
assemble in Quad B 5.

Response on behalf of the Tangata Whenua - Jeff Hunter

Waiata

Response on behalf of the Manuhiri - George Styan

Opening Remarks by Jeff Hunter, Chair of Local Organising Committee

Welcome to Massey University by Prof John Raine, Deputy Vice
Chancellor, Massey University, Auckland

Session 1:

09.45

09.50 - 10.50

11.00-11.30

Keynote Lecture 1

Welcome to the Massey University Distinguished Lecturer by Robert
Anderson, Pro-Vice Chancellor, College of Sciences, Massey University

Introduction of the Nokia Lecturer - George Styan, Chair of the
International Organizing Committee

Nokia Lecture — Eberly Professor Emeritus C R Rao,
Pennsylvania State University, USA
Statistical Proofs of Matrix Theorems

Morning Tea - Foyer to Quad B




Session 2:; Invited Lectures
Chair; Alan Lee

11.30-12.00 Tonu Kollo, University of Tartu, Estonia and D. von Rosen, Swedish
University of Agricultural Sciences, Sweden
Approximation of the Parameter Distributions of Growth Curve Model
12.00-12.30 Nye John, Waikato University, Hamilton, New Zealand
Inverse of the Information Matrix
12.30 - 13.00 Alexander Kukush, Kiev National Taras Shevchenko University, Ukraine
Invariant estimator in a quadratic measurement error model
13.05 - 14.00 ‘Lunch - Staff Lounge, Study Centre
Session 3: Invited Lectures
Chair: Nye John
14.00 — 14.30 Gtz Trenkler, Dortmund University, Germany
On the commutativity of orthogonal projectors
14.30 - 15.00 Stephen Haslett, Massey University, New Zealand and John Haslett,
Trinity College Dublin
What are the residuals for the linear model?
15.00 - 15.30 Joachim Werner, Univ of Bonn, Germany and Ingram Olkin, Stanford
University
On permutations of matrix products
15.30 - 16.00 ~ Afternoon Tea
Session 4: Contributed Lectures
Chair: Alexander Kukush
16.00-16.20 B. Jones, Massey University, Auckland and M. West, Duke University,
N.C,U.S.A.
Covariance decomposition for Gaussian graphical models
16.20-16.40 Burkhard Schaffrin, Ohio State University, Columbus, Ohio, USA
On the optimal choice of the regularization parameter through variance
ratio estimation
16.40 - 17.00 Song-Gui Wang and Zhong-Zhen Jia, Beijing University of Technology,
Beijing, China
Estimating the covariance matrix by spectral decomposition approach in
{inear mixed model
17.00-17.20 Mike Doherty, Statistics New Zealand, Wellington.
Partially diffuse starting values in state-space models
17.30 - 20.30 “SAS Reception” - Opening Reception held in the Staff Lounge, Study

Centre
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Wednesday March 30
Session 5: Keynote Lecture 2

09.00 Introduction to the SAS Lecturer — Joachim Werner, Vice Chair of the
International Organizing Committee

09.05 - 10.05 SAS Lecture - Professor Emeritus Shayle Searle, Cornell University,
Tthaca, New York, U.S. Reflections on a fifty year random walk midst
matrices and statistics

10.05 Workshop Photograph

10.20 - 10.40 Morning Tea - Foyer to Quad B
Session 6A: Invited Lectures
Chair: Stephen Haslett

10.40-11.10 C R Rao, Pennsylvania State University, U.S
Anti eigen and singular values of a matrix and applications to problems in
Statistics

11.10-11.40 Karl Gustafson, University of Colorado, Boulder, Colerado, U.S.
The geometry of statistical efficiency

11.40 - 12.10 Garry Tee, University of Auckland, New Zealand
Eigenvectors of block circulant matrices

Session 6B: Contributed Lectures

12.10-12.30 Imbi Traat and Tatjana Nahtman University of Tartu, Estonia
A matrix with consecutive integer eigenvalues

12.30 - 12.50 Kimme Vehkalahti, University of Helsinki, Finland
Leaving useful traces when working with matrices
Excursion

13.00~ Boxed Lunch Pickup.
Participants to assemble outside the Atrium Building for the Bus to the
Ferry.

13.15- Bus departs for Excursion to Waiheke

14.00 - Ferry leaves for Waiheke.

The excursion will explore Waiheke Island. Participants will get to
choose among several attractions, including wineries, beaches, a boutique
olive oil production facility, and the village shops and galleries.




Thursday March 31

09.00

09.05 - 10.05

10.05 - 10.30

Session 7: Keynote Lecture 3

Introduction to the New Zealand Mathematical Society Lecturer -
Associate Professor Mick Roberts, President of the NZMS

NZMS Lecturer — Professor Eugene Seneta, University of Sydney,
Australia. Coefficients of Ergodicity in a Matrix Setting

Morning Tea - Foyer to Quad B

1030~ 11.00

11.00-11.30

11.30-12.00

Session 8B:

12.00-12.20

12.20-12.40

12.40 - 13.00

13.05 - 14.00

Session 8A: Invited Lectures
Chair; Tonu Kollu

Estate Khmaldze, Victoria University of Wellington, New Zealand
Inverse matrices, Volterra operators and innovation processes:
application to statistics

Anyue Chen, University of Greenwich, UK.
Asymptotic Birth-Death Processes: A Matrix Analysis Approach

Moshe Haviv, The Hebrew University of Jerusalem, Israel
On singularly perturbed Markov chains

Contributed Lectures

. Alexander and G. Jones, Massey University, Palmerston North, N.Z.
Convergence Properties of Alternating Markov Chains

Jeff Hunter, Massey University, Auckland, N.Z.
Simple procedures for finding mean first passage times in Markov chains

G. Jones, Massey University, Palmerston North, N.Z.
Properties of transition matrices for chain binomial models

Lunch - Staff Lounge, Study Centre

14.00-15.30

15.30-16.00

Session 9: Jerzy K. Baksalary Memorial Session
Organised by: Oskar Maria Baksalary, George Styan, Simo
Puntanen, and Gtz Trenkler

Chair: George Styan

George Styan, Mc Gill University, Montreal Canada; Simo Puntanen,
Univ Tampere, Finland and Gotz Trenkler, Dortmund University,
Germany

Comments on the life and work of Jerzy K. Baksalary (1944 - 2005)
Afternoon Tea




Session 10: Contributed Lectures
Chair: Moshe Haviv

16.00 - 16.20 W. Sakamoto, Osaka University, Japan
Diagnosing non-linear regression structure with power additive
smoothing splines

16.20-16.40 Eric Iksoon Im, University of Hawaii at Hilo, USA
Hessian Equivalence to Bordered Hessian

16.40-17.00 C. M. Cuadras, University of Barcelona, Spain.
Continuous canonical correlation analysis

17.00-17.20 Lakshmi Narasimhaiah, Adhiyamaan College of Engineering, Tamil
Nadu, India; Kishore Hoysal, Islamiah Institute of Engineering,
Bangalore, India.
Model for students expected performance level through varying control
limits in relation to Power of Valuation

19.00-24.00 Workshop Dinner, Spencer on Byron
19.00 Pre dinner drinks
19.30 Conch call to guests

Hato Petera Maori Cultural Group
20.00 Dinner - New Zealand Theme
Friday April 1

Session 11: Keynote Lecture 4

09.00 Introduction to the Keynote Lecturer - Simo Puntanen, Member of
International Organizing Committee

09.05 ~ 10.05 Keynote Lecture - Emeritus Professor George Seber, University of
Auckland, New Zealand. Things my mother never told me about Matrices

10.05-10.30 Morning Tea -foyer to Quad B

Session 12: Invited Lectures
Chair; Simo Puntanen

10.30-11.00 S Ejaz Ahmed, University of Windsor, Canada. Approximation Assisted
Estimation of Eigen Vectors Under Quadratic Loss

11.00-11.30 Alan Lee and Alastair Scoit, University of Auckland, New Zealand
Semi-parametric Efficiency, Projection and the Scot-Wild Estimator

* Paper presented by title: Karuthan Chinna, University of Technology MARA, Malaysia (with Parthasarathy
Balachandar, Multimedia University, Cyberjaya, Malaysia). Modelling Multivariate Meta-Analysis using
Bootstrap Resampling Techniques.




Approximation assisted estimation of eigen vectors

under quadratic loss

S. Ejaz Ahmed
University of Windsor

The estimation of eigen vectors of covariance matrix is considered in the presence of prior information
regarding the parameter vector of interest. This information in practice will be available in any realistic
problem. Like statistical models underlying the statistical inferences to be made, the prior information
will be susceptible to uncertainty and the practitioners may be reluctant to impose the additional
information in the estimation process. However, a very large gain in precision may be achieved by
judiciously exploiting the information. In this talk, I will discuss how to combine sample and non-
sample information. The estimators based on the shrinkage and other rules are proposed. The
expressions for the risks under quadratic loss of the estimators are derived and compared with the

benchmark estimator. For illustration purposes, the method is applied to real datasets.




Convergence properties of alternating Markov chains

D. Alexander and G. Jones

Institute of Information Sciences and Technology,

Massey University, New Zealand

Suppose we have two Markov chains defined on the same state space. What happens if we alternate
them? If they both converge to the same stationary distribution, will the chain obtained by alternating
them also converge? Consideration of these questions is motivated by the possible use of two different
updating schemes for MCMC estimation, when much faster convergence can be achieved by

alternating both schemes than by using either singly (Jones, 2004).

References .
Jones G. (2004). Markov chain Monte Carlo Estimation for the Two-Component Model,

Technometrics, 46, pp99-107.
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Asymptotic birth-death processes: A matrix analysis approach

Anyue Chen

University of Greenwich

A denumerable Markov Process with the state space Z, is called an asymptotic birth-death process if
there is a finite subset G of Z, for which the restriction of the infinitesimal generator of the process, the
so called g-matrix Q, to Z\G is a birth-death q-matrix. Matrix analysis approach is applied to such
structure. Using this approach, the close relationship between asymptotic birth-death processes and the
well-developed birth-death processes is revealed. Regularity criteria for such process are established.
Properties of such structure are investigated. In particular, conditions for recurrence and positive
recurrence are obtained. Equilibrium distributions are given for the ergodic case. Some useful
information regarding the transient asymptotic birth-death processes is also provided. The probabilistic

interpretations of the results are explained.

|
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Modeling multivariate meta-analysis using bootstrap resampling techniques

Karuthan Chinnal, Parthasarathy2 , Balachandar®

‘Faculty of Information Technology and Quantitative Sciences,
University Technology MARA, Malaysia (karuthanchinna@hotmail .com)
23 Multimedia University, Cyber Jaya, Malaysia.

Meta-analysis is a powerful analytical tool in research synthesis for effective evidence based decision
making. The end points of several studies are pooled together in a systematic way to derive an overall
statistic. The extended multivariate meta-analysis involves the synthesis of studies that may report
several related variables. The outcomes, the predictors or both the outcomes and the predictors may be
multivariate in nature. In such situations, the variance-covariance matrix structure needs to be taken
into account for effective pooling of the data. The bootstrap techniques are distribution free, computer
intensive and they work very well with minimal assumptions. In bootstrap approach, the studies are
first replicated using appropriate weights. This collection of replicates is considered as the bootstrap
population, From this population, repeated samples are taken and for every sample the statistics of
interest are computed. This innovative meta-analytical method not only gives better insight to the area
of research but also simplifies the mathematical complexity. In this paper we discuss the advantages of

bootstrap resampling techniques in multivariate meta-analysis.
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Decomposing the Watson efficiency in partitioned linear models

Kalok Chul, Jarkko Isotaloz, Simo Puntanen®

and George P.H. Styan®

'Dawson College, Montréal, Canada; *University of Tampere, Tampere, Finland

*McGill University, Montréal, Canada

While considering the estimation of regression coefficients in a partitioned weakly singular linear
model, Chu, Isotalo, Puntanen & Styan (2004; in press) introduced a particular decomposition for the
Watson efficiency of the ordinary least squares estimator. This decomposition presents the “total”
Watson efficiency as a product of three factors. In this paper we give new insight into the
decomposition showing that all three factors are related to the efficiencies of particular sub-models or
their transformed versions. Moreover, we prove an intei‘esting connection between a particular split of
the Watson efficiency and the concept of linear sufficiency. We shortly review the relation between the
efficiency and specific canonical correlétions. We also introduce the corresponding decomposition for
the Bloom-field-Watson commutator criterion, and give a necessary and sufficient condition for its

specific split.
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Continuous canonical correlation analysis

C. M. Cuadras

Department of Statistics, University of Barcelona, Spain.

We obtain the eigenvalues and eigenfunctions of a covariance kernel with respect to another kernel,
related to the Cuadras-Auge copula, the survival copula for the Marshall-Olkin distribution. Then we
obtain the set of canonical correlations and functions for this copula and prove that they have
continuous dimensionality. The maximum correlation is the dependence parameter and the canonical

function is the Heaviside distribution.
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Partially diffuse starting values in state space models

M. Doherty
Statistics New Zealand, Wellington

I will discuss when two specifications of partially diffuse starting values give the same resulis in all
state space models. I will also discuss some of the difficulties in giving a clean and simple justification

of the results.
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The geometry of statistical efficiency

K. Gustafson

Department of Mathematics, University of Colorado, USA

We will place certain parts of the theory of statistical efficiency into the author's operator trigonometry,
thereby providing new geometrical understanding of statistical efficiency. Important earlier results of

Bloomfield and Watson, Durbin and Kendall, Rao and Rao, will be so interpreted.
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What are the residuals for the linear model?

John Haslett' and Stephen Haslett?

"Trinity College Dublin

? Institute of Information Sciences and Technology,

Massey University, New Zealand

We consider residuals for the linear model with general covariance structure. In contrast to the situation
where observations are iﬂdependent, there is no unique answer to the question posed in the title. We
propose a taxonomy and draw attention to three quite distinct types of residual: the marginal residual,
the conditional residual and the innovation residual. We adopt a very broad perspective including
miixed models, time series, and smoothers as well as models for spatial and multivariate data. We

concentrate on defining the three different types of residual and discusing their interelationships.
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On singularly perturbed Markov chains

Moshe Haviv

Department of Statistics

The Hebrew university of Jerusalem, 91905 Jerusalem Israel

Nothing structurally happens in case that transition probabilities in an ergodic Markov chain are
slightly perturbed as all measures are continuous with the perturbation. This is not the case when the
state space can be decomposed into a number of ergodic classes plus a number of transient states, and
when the perturbation coupled them all. For example, the stationary distribution is now uniquely
defined and mean passage times between states belonging to different classes are now well defined.
The talk will survey some results which are old and some which are under construction. Special

emphasis will be given to the issue of time scales.
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Simple procedures for finding mean first passage times in Markov chains

Jeffrey J. Hunter
Institute of Information and Mathematical Sciences

Massey University, Auckland, New Zealand

The derivation of mean first passage times in Markov chains involves the solution of a family of linear
equations. By exploring the solution of a related set of equations, using suitable generalized inverses of
the Markovian kernel I - P, where P is the transition matrix of a finite irreducible Markov chain, we are
able to derive elegant new results for finding the mean first passage times. As a by-product we derive
the statiénary distribution of the Markov chain without the necessity of any further computational
procedures. Standard techniques in the literature, using for example Kemeny and Snell's fundamental
matrix Z, require the initial derivation of the stationary distribution followed by the computation of Z,
the inverse of I - P + ex’ where e’ = (1, 1, ... ,1) and n’ is the stationary probability vector. The
procedures of this paper involve only the derivation of the inverse of a matrix of simple structure,
based upon known characteristics of the Markov chain together with simple elementary vectors. No
prior computations are required. Various possible families of matrices are explored leading to different

related procedures. Applications to ﬁerturbed Markov chains are discussed.
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Hessian equivalence to bordered Hessian

Eric Iksoon Im
College of Business & Economics, University of Hawaii at Hilo, USA

The second-order sufficient conditions are traditionally given in terms of bordered Hessian matrix for
constrained optimization problems, whereas they are given in terms of Hessian matrix for
unconstrained problems. This dichotomy appears to bother some practitioners of optimization. In this
paper, we show that the second order conditions can be stated solely in terms of Hessian matrix for
both constrained and unconstrained cases, thus providing a unified criterion for testing the second—

order conditions.
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Comparison of the ordinary least squares predictor and the best linear unbiased

predictor in the general Gauss-Markov model

J. Isotalo and S. Puntanen

Department of Mathematics, Statistics and Philosophy, University of Tampere, Finland

Tn this paper we consider the prediction of new observations in a general Gauss-Markov model. We
compare properties two alternative predictors: the best linear unbiased predictor, BLUP, and the
ordinary least squares predictor, OLSP. In particular, we focus on questions related to equality of two
predictors BLUP and OLSP, and to the efficiency of the ordinary least squares predjctdr with respect to

the best linear unbiased predictor.
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Inverse of the Information Matrix

J. A. John

Department of Statistics, University of Waikato

When perturbing a regression model, to identify outliers and influential observations, most cbmputer
packages use updating procedures to find the inverse of the information matrix. Consider a linear
model partitioned into two components, one of which is perturbed and the other left unchanged. In the
talk we shall examine how the updating procedure can be extended to the inverse of the information
matrix of the perturbed component. We shall also briefly discuss a three component model where the
third component changes as the first component is perturbed. The results have important applications in

the construction of efficient experimental designs.
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Covariance decomposition for Gaussian graphical models

B. Jones! and M. West®
Y Institute of Information and Mathematical Sciences,
Massey University Albany, New Zealand
% Institute of Statistics and Decision Sciences, Duke University, USA

This talk will examine a new strategy for interpreting Gaussian graphical models, one which
potentially will provide new knowledge about how variables interact. This strategy is based on
decomposition of the covariance between two variables into a sum of path weights for all paths
connecting the two variables in an undirected graph. Extensions to graphs initially inferred as acyclic
directed graphs are also considered. This decomposition is derived using basic identities from linear
algebra, and is feasible for very large numbers of variables if the corresponding precision matrix is
parse. The resulting path weights can be used to highlight the most important intermediaties between

two correlated variables. The talk will be illustrated with an example using gene expression data.
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Some properties of transition matrices for chain binomial models

G. Jones

Institute of Information Sciences and Technology, Massey University, New Zealand

A chain binomial model is a Markov chain with a transition matrix whose rows are binomial
probabilities. Two such chains will be presented and illustrated with possible applications. The talk

will focus in particular on some interesting properties of the transition matrices.
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Innovations, incomplete Fisher information matrices and empirical processes
Estate V. Khmaladze

Victoria University of Wellington, New Zealand

Suppose E = (X;, ..., X,) is an n-dimensional vector of independent random variables, each with
normal distribution N (0,1). Its projection X = (X - X, .. X, - X ), where X= Z;Xi / n, into
the subspace orthogonal to I = (1,1...,1) has coordinates which are dependent random variables.

However, let us couple X with the filtration{ @, },;_ where each c-algebra is generated by its first &
coordinates:

F,=0{X,-X,....X,- X}, k=1,...,n,

and let us consider the so called innovations for (X" AF, Vo)

- — 1 n
Y =X -X-E[X -X|F_1=X, - X,
k k k |F KTk +1§ t
This conditioning on the “past” gives us the vector ¥ = (¥, Y» ..., ¥,) again with independent
coordinates. At the same time ¥ is in one-to-one correspondence with X. So, it camries the same
statistical “information™, but has a simpler distribution than X.

This construction in continuous time framework of empirical processes leads to the following
substantial gain. Let P (-)be empirical distribution function of some sample and F,(-,#) be some

hypothetical distribution function, depending on the parameter &, which has to be estimated from the
sample. The estimated empirical process

B, (x) = n(P,(x) - P(x,0))

converges in distribution to projection U of Brownian motion (see, e.g., (Khmaladze, 1979)
(Khmaladze, Koul, 2004)). It is not convenient to use functionals ¥ (U, ) as test statistics because the
distribution of /(D) is not easy to find. However, by considering

F,=0{0(y),y<x}

we can instead construct the innovation process @(-) for the process {U(x),F ,,—o < x <eo} which
will be simply a Brownian motion and, at the same time, will be in one-to-one correspondence with
O(-) . Thus, empirical version @,(-) of @(-)will preserve all statistical “information” which lies in

©, () and the distribution of the functionals ¥ (w(-)) will be relatively easy to find.
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In the construction of the innovation process @, () the inverse of incomplete extended Fisher

information matrix C(-,0) plays a central role. Namely, if p(x,8) is a pdf of P(x,6) consider the extended
score function
dln p(x, 9)

T _
Q'(x,g) "“[1 ag

Using it construct the matrix
C(z,0)= [ alx0)a(x.6)" p(x.O)dx.

Then the innovation process _ (-)is

w,(x)=n [a(x)- [Caz67c(26) q(y,e)a(dy)P(dz,e)]
For some families the matrix C(z, 8) is degenerate for some z but one can prove that @ does not depend
on the choice of the generalized inverse (see, e.g., Zigroshvili(1998)).
To the best of the author's knowledge, the question of serious applications of this approach to linear
models remains open.
References

Khmaladze, E.V. (1979). The Use of Omega-square Tests for Testing Parametric Hypotheses. Theory
Probab. Appl., 24, N2, 283-302.

Khmaladze, E.V,, Koul, H.L. (2004). Martingale Transforms Goodness-of-Fit Tests in
Regression Models. Ann. Statist., 32, N3, 995-1034.

Zigroshvili, Z.P. (1998). Generalised inverse and martingale transform for emplrlcal processes.
Georgian Mathemat. J., 6, No4.
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Approximation of the parameter distributions of growth curve model

T. Kollo ! and D. von Rosen 2
T Institute of Mathematical Statistics, University of Tartu, Estonia
z Department of Engineering and Biostatistics,

Swedish University of Agricultural Sciences, Sweden

We are going to approximate density functions of the maximum likelihood estimators of the parameter
matrices B and ¥ in the Growth Curve Model: _
X=ABC+Z"E

with known matrices A and C. In both cases we rely on a general multivariate density expansion
introduced in Kollo, von Rosen (1998). The main interest is focused to the parameter B. When
approximating density of the paranieter matrix B a mixture of two matrix distributions is obtained.
One of the distributions is normal and the other one an elliptical distribution from the class of Kotz-
type distributions (Fang, Kotz, Ng, 1990, p. 69). The first term in the remainder of the density

expansion is of order O (n'®) what refers to a good approximation.

We are concentrating to the mixture of the two distributions which appear in the expansion. The basic
characteristics are examined for both, the Kotz type distribution and the mixture of interest. The
program of the workshop will be of interest to anyone concerned with matrices, statistics, data analysis,
and computational issues. For references, use the style of the examples below. The references should

be in alphabetical order.

References

Fang, K.-T., Kotz, S., Ng, K.-W. (1990). Symmetric Multivariate and Related Distributions, Chapman
and Hall, London.

Kollo, T., von Rosen, D. (1998). A unified approach to the approximation of multivariate densities.
Scand. J. Statist., pp93-109.
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Invariant estimator in a quadratic measurement error model

A. Kukush

Kiev National Taras Shevchenko University, Ukraine.

An adjusted least squares (ALS) estimator is derived that yields a similarity invariant and consistent
estimate of the parameters of multivariate implicit quadratic measurement error model (IQMEM).
Consistency means that the estimate converges to the true value of the parameter, as the sample size
tends to infinity. In addition, a consistent estimator for the measurement error noise variance is
proposed. Important assumptions are: (1) all errors are i.i.d. and (2) the error distribution is rotation-
invariant. The estimators for the quadratic measurement error model are used to estimate consistently

conic sections and ellipsoids.

In the IQMEM, the ordinary least squares (OLS) estimator is inconsistent, and due to the non-
linearity of the model, the orthogonal regression (OR) estimator is inconsistent as well. Simulation
examples, comparing the ALS estimator with the OLS method and the OR method, are discussed for

the ellipsoid fitting problem.

The results are joint with Prof. S.Van Huffel and Dr. LMarkovsky (Belgium), and Dr. S.Shklyar
(Ukraine). The consistency is shown in Kukush et al. (2004), and the numerical algorithm is proposed
in Markovsky et al. (2004).

References

Kukush A., Markovsky I, and Van Huffel S. (2004). Consistent estimation in an implicit quadratic
measurement error model. Computational Statistics and Data Analysis, pp-123-147.

Markovsky L, Kukush A., and Van Huffel S. (2004). Consistent least squares fitting of ellipsoids.
Numerische Mathematik, pp.177-194.
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Semi-parametric Efficiency, Projection and the Scott-Wild Estimator model

Alan Lee and Alastair Scott
University of Auckland, New Zealand

In situations where data are expensive to collect, it is important to get the "biggest bang for the buck”
and use statistical methods that make maximum use of the information in the data. In this talk, we
discuss how this idea is made precise in statistical theory by the concept of efficiency. We deal with
efficient estimation in parametric and semi-parametric models for both single and multiple samples,
and describe the notion of the information bound, using the geometric notion of projection. Qur resulis
are applied to regression models for data collected under case-control and two-stage sampling. In
particular, we show that the methods proposed by Alastair Scott and Chris Wild for the analysis of

generalized case-control data have full semi-parametric efficiency, and hence are the best possible.
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Model for students expected performance level through varying control limits in

relation to power of valuation

Lakshmi Narasimhaiah' and Kishore Hoysal2

"Dept of Civil Engineering, Adhiyamaan College of Engineering, Dr. MGR Nagar, Hosur, Pin-635109,
Tamil Nadu, India. |
2Dept of Mechanical Engineering, Islamiah Institute of Engineering,

Bangalore, Karnataka, India.

To date no attempt has been made to understand and measure the performance of student in the view of
student’s logics. This paper first of its kind in technical education based on basic statistical tools which
defines a continuously varying upper and lower limits of performance assuming mid point of the limits
as ideal score. Variability is more means more chances of errors. Lower the performance level of
students leads to bigger range for scores obtained. Highest level of performance will lead the variability
to zero. Valuation of any answer scripts involves human factor. Here we have defined a new parameter
termed as “Power of Valuation” which gives an insight in to the whole process of valuation which is

tangible and every valuer is identified with his power of valuation in terms of numerical value.
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Statistical proofs of matrix theorems

C.R.Rao

Pennsylvania State University, U.S.A.

Matrix algebra is extensively used in the study of linear models, multivariate analysis and optimization
problems. It is interesting to note that the matrix results needed to prove statistical propositions can
themselves be deduced using some statistical results which can be derived without using matrix
algebra. The results are based on Fisher information and its properties which can be established without

using matrix results.
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Anti-eigen and anti-singular values of a matrix

and applications to problems in statistics

C.R. Rao
Pennsylvania State University, U.S.A.

Let A be p X p positive definite matrix. A p-vector x such that Ax = Ax is called an eigenvector

with the associated with eigenvalue A. Equivalent characterizations are:

1) cos O = 1, where § is the angle between x and Ax.
() &Ax)'=xAlx

(iii) cos @ =1, where @ is the angle between AY?g and A%k,

We ask the question what is x such that cos@ as defined in (i) is 2 minimum or the angle of
separation between x and Ax is a maximum. Such a vector is called an anti-eigenvector and cos
0 an anti-eigenvalue of A. This is the basis of operator trigonometry developed by K.
Gustafson and P.D.K.M. Rao (1997), .Numerical Range: The Field of Values of Linear
Operators and Matrices, Springer. We may define a measure of departure from condition (ii)

as min[(x’ Ax)(x” A'x)]"* which gives the same anti-eigenvalue. The same result holds if the

maximum of the angle ® between A¥*x and A™?

x as in condition (iii) is sought. We define a
hierarchical series of anti-eigenvalues, and also consider optimization problems associated

with measures of separation between an r (< p) dimensional subspace S and its transform AS.

Similar problems are considered for a general matrix A and its singular values leading to anti-

singular values.

Other possible definitions of anti-eigen and anti-singular values, and applications to problems

in statistics will be presented.
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- Diagnosing non-linear regression structure

with power additive smoothing splines

W. Sakamoto

Graduate Schéol of Engineering Science, Osaka University, Japan

The additive model and its extended versions have been pdpular and are included in some statistical
softwares (Hastie and Tibshirani, 1990). However, its tight assumptions such as additivity may often
give unsatisfactory fit. A power-additive smoothing spline (PASS) model, in which the power
transformation (Box and Cox, 1964) is applied to response variables in the additive model, is proposed
to diagnose additivity on explanatory variables. It is a nonparametric extension of the linear models
with the power-additive transformation considered by Draper and Hunter (1969) and Goto (1995). The
power and smoothing parameters are selected by maximizing the marginal log-likelihood in the context
of an empirical Bayes approach. The marginal log-likelihood, which involves multi-dimensional
integrals, is approximated by using the second-order Taylor expansion of the penalized log-likelihood
around its maximum point. The approximated marginal log-likelihood is represented using the
determinant of the coefficient matrix in the BLUP equations for a mixed model. A simulation
experiment shows that the PASS model suggests an appropriate transformation which aims the

additivity.
References:
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Soc. Ser. B, 26, pp211--243,
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54th Conference of the 151 (CD-ROM).
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On the optimal choice of the regularization parameter

through variance ratio estimation

Burkhard Schaffrin
Dept. of Civil and Environmental Engineering and Geodetic Science,
The Ohio State University, Columbus, Ohio, USA

A persistent problem in Tykhonov/Phillips regularization for the treatment of ill-conditioned linear
problems is the optimal choice of the regularization parameter. Here we propose an efficient algorithm
which adopts formulas from variance component estimation to compute a certain variance ratio
iteratively that, after convergence, may serve as “optimal” regularization parameter. During each

iteration step, the trace of a matrix with the size of the unknowns has to be evaluated.
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Recollections from a fifty-year random walk midst matrices,

statistics and computing

Shayle R. Searle
Department of Statistical Science
Cornell University, Ithaca, N.Y. 14850, U.S.A.

A brief and personal overview is given of some developments in matrix- algebra, statistics and

computing during the years of my participation in these activities from 1945 — 2005.
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Things my mother never told me about matrices

G. A. F Seber
University of Auckland, New Zealand

Linear algebra is one of our most useful tools in statistics, and in science generally. The question then
is: What should we teach our undergraduate and our graduate students about linear algebra, and how
are we going to teach it? Furthermore, what do we need to know if we are going to do research in
statistics and what resources do we need? If we are in a statistics or biostatistics department, which has
separated or has always been separated from the mathematics department, should we teach our own
linear algebra or should we delegate it to the mathematicians? I hope to consider some of these

questions in my talk.

As far as research tools are concerned, I am currently writing a book tentatively entitled, “A matrix
handbook for statisticians”. This book is for research people who may want to use the book like a
compendium or encyclopaedia to look up a particular result and also obtain some references to
applications. In my talk I hope to give an overview of the subject as I currently see it. In my book,
proofs will be referenced but omitted to keep down the book size. This work is still in progress so Iam
very interested in receiving reprints and references to useful material and talking to people about the

subject.
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Coefficients of ergodicity in a matrix setting

E. Seneta
School of Mathematics and Statistics, University of Sydney, NSW 2006. Australia

If A is an n X n real matrix, with equal row sums a, we shall be concerned with the quantity:

To(A) = sup { || A Jlp: |87 [[p=1, 8" 1=11,

where optimization is over real-valued vectors 8 = { &; }, and || 8" ||, = { Z; I5F }'?. Inthe casep

= 1 it has explicit form T(A) = % max (i,j) ) | - & and it bounds eigenvalues of A other than

a. When A is a stochastic matrix P, so that a=I, coefficients such as T(P), have been used  for
investigating weak convergence in finite inhomogeneous Markov chains (products of stochastic
matrices), because of the submultiplicative property of such coefficients: hence the name “coefficients
of ergodicity”. 7,(P) is the Markov-Dobrushin coefficient of ergodicity. It is the spectral bounding
property of this coefficient, however, which is the focus of this presentation. Statistical uses of it to be
discussed include (1) its bounding the maximal correlation of a finite bivariate distribution; and (2) its
measuring relative sensitivity, under perturbation of the transition matrix P, of the stationary
distribution of a finite homogeneous Markov chain.

The historical origin of the Markov-Dobrushin coefficient, and some remarks (needing further
development) on its relation to coefficients such as Poincaré's and Cheeger's, were given in Seneta
(1996). Other aspects of ergodicity coefficients could well be surveyed. These include work published
since the appearance of Seneta (1981), on explicit forms of coefficients in terms of matrix entries, on
more general definitions of coefficients, and on application to matrices with structure other than that
specified above for A. The author's own list of publications since 1973 on ergodicity coefficients, and
publications and books relating to this topic which he has been sent by review journals and colleagues
since 1981, will be made available, and will provide further guidance in this respect from their titles.
More extensive literature search via MathSciNet will tucn up further literature. Additions to the cited
bibliography are welcome: please contact the author at the Workshop, or later by email

{eseneta@maths.usyd.edu.au).

References

Seneta, E. (1981). Non-negative Matrices and Markov Chains, (2nd Edition) Springer-Verlag, New
York.

Seneta, E. (1996). Markov and the Birth of Chain Dependence Theory, International Statistical
Review, 64, 255-263.
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Inequalities and equalities associated with the Watson efficiency in orthogonally

partitioned full rank linear models

George P. H. Styan
McGill University, Montréal

We consider partitioned linear models where the model matrix X = (X; : X;) has full column rank, and
concentrate on the special case where X;'X; = 0, when we say that the model is orthogonally
partitioned. We assume that the underlying covariance matrix is positive definite and find conditions
for which the total Watson efficiency of ordinary least squares exceeds, equals or is less than the
producf of the two subset Watson efficiencies, i.e., the product of the Watson efficiencies associated

with the two subsets of parameters in the underlying partitioned linear model.

We introduce the notions of generalized efficiency function, efficiency factorization multiplier and
determinantal covariance ratio, and obtain several inequalities and equalities. We give special
attention to those partitioned linear models for which the total Watson efficiency of ordinary least
squares equals the product of the two subset Watson efficiencies. A key characterization involves the
relationship between a certain partial correlation coefficient and the associated ordinary correlation

coefficient.

We illustrate our findings with two real data sets: Delozier's lathe data [S. Weisberg, Applied Linear
Regression, 2™ ed., Wiley, 1985] and Worsley's fMRI data [Worsley et al., Neurolmage, 15, 1-15,
2002].

[Joint research with Ka Lok Chu (Dawson College, Montréal), Jarkko Isotalo and Simo Puntanen
(University of Tampere), following results by Chu (Ph.D. thesis, McGill University, 2004) and by Chu,
Tsotalo, Puntanen and Styan (Inequalities and Applications, Th.M. Rassias, ed., Springer, to appear).]
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Eigenvectors of block circulant matrices

Garry J. Tee

Department of Mathematics, University of Auckland, New Zealand

The eigenvectors and eigenvalues of block circulant matrices had been found for real symmetric
matrices with symmetric submatrices, and for block circulant matrices with circulant submatrices. The
eigenvectors are now found for general block circulant matrices, including the Jordan Canonical Form

for defective eigenvectors.
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A Matrix with Consecutive Integer Eigenvalues

I. Traat and T. Nahtman
Institute of Mathematical Statistics, University of Tartu, Estonia

A nonsymmetric matrix A = diag(lT C) + C: NxN, where c;=p{I-p;) / (pipp, ca= 0, and 05p<] are
distinct, is remarkable due to its eigenvalues. They are consecutive integers 0 to N-1. The matrix has
applications in sampling theory where one is looking for the inclusion probabilities of Conditional
Poisson sampling design with fixed sample size n, given the inclusion probabilities p; of Poisson
sampling design (Bondesson et al., 2004). The eigenvector of A corresponding to the eigenvalue rn-1
gives solution to the problem. The findings of authors are presented in the lecture. The authors feel that

similar matrices must have been considered earlier in some other context and hope to get references.
References
Bondesson L., Traat 1, Lundgvist A. (2004}, Pareto Sarmpling versus Sampford and Conditional

Poisson Sampling, Research Report No. 6, ISSN 1401-730X, Department of Mathematical
Statistics, Umed University, pp 32.
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On the commutativity of orthogonal projectors

G. Trenkler

Department of Statistics, University of Dortmund, Germany

It is well-known that the Moore-Penrose inverse of the product of two orthogonal projectors is
idempotent. Moreover, this product is an orthogonal projector if both factors commute. Basing on
these facts and a useful representation of idempotent matrices, a number of results concerning the
commutativity of orthogonal projectors are achieved. Special attention is paid to the group inverse and

the parallel sum.
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Leaving useful traces when working with matrices

K. Vehkalahti

Department of Mathematics and Statistics, University of Helsinki, Finland

Matrix computations are studied in the context of multivariate statistical analysis. Examples related to

measurement and factor analysis are presented, focusing on the way of working. How properly does
| the working process get documented, and what sort of traces are left behind, are relevant questions in
any area of research. Leaving useful traces may save a considerable amount of time by helping the
researcher in backtracking and managing multiple projects. It also provides better possibilities for other
researchers to comprehend the points of a study. These principles are demonstrated in practice with

Survo software.
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Estimating the covariance matrix by spectral decomposition approach in linear

mixed model

Song-Gui Wang and Zhong-Zhen Jia
College of Applied Sciences, Beijing University of Technology, Beijing, 100022, China

For balanced linear mixed effects models in which random effects are multi-way classification, the

covariance matrix T of observation vector can be written as the spectral decomposition form: X =
k . . .
ZM. A; M., where the A's $ are the distinct eigenvalues of = and the M,'s § are a known completed

orthogonal set of projection matrices determined by the design matrices corresponding to random
effects. The A's are all linear combination of unknown variance components. The estimable condition

of the A/s is given. By using above decomposition and unified theory of the least squares which is so-

called spectral decomposition estimate (SDE) approach, we can obtain estimate ﬂ.: which have
independent y* distribution with the degrec freedom m; = tr(M,). Thus Z* = z; ﬂ’: M; 1is an

estimate of £. Under the loss function L(E*Z) = tr(T* - )%, the risk of R(E*) = E{L(Z*,Z)} is
obtained. For the random effect model, it is proved that three estimates (SDE , ANOVAE and
MINQUE ) of % have the same risk function.
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On permutations of matrix products

Hans Joachim Werner® and Ingram Olkin®
! Department of Statistics, Faculty of Economics, University of Bonn, Germany.

? Department of Statistics, Stanford University, USA.

It is well-known that frace(AB) > O for nonnegative definite A and B. However, frace(ABC) can be
positive, zero or negative, even when C is nonnegative definite. The genesis of the present
investigation is consideration of a product of square matrices A=AA,, ..., A, Permuting' the factors of
A leads to a different matrix product. We are interested in conditions under which the spectrum remains

invariant,
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Publication of Papers

The Editors of “Research Letters in Information and Mathematical Sciences” (RLIMS) will
publish a special issue of RLIMS of papers delivered at the Workshop which will be made
available on the web - see hitp://iims.massey.ac.nz/research/letters/. A printed version of the
special RLIMS issue will be made available to all participants.

Note that RLIMS is a preprint series. After editing, articles are published online and can be
referenced. Copyright remains with the authors. All participants will be able to submit their
manuscript to a refereed journal for publication.

Manuscripts for this special issue of RLIMS should be submitted, electronically to Dr Paul
Cowpertwait <P.S.Cowpertwait@massey.ac.nz> by June 30, 2005 using one of the templates
(Word or Latex) available at http://iims.massey.ac.nz/research/letters/instructions.html

- “International Statistical Review” (ISR)

The IOC have agreed to an arrangement whereby participants delivering “synthesis and
review” type statistical papers will, subject to the usual referring process, be given strong
consideration for having their manuscript published in the ISR. This is a review journal, and
does not cater for narrowly specialized papers. Publication will be fast once the referees’
reports are positive, Participants are recommended to consult the “Statement of Editorial
Policy” from the Editors of ISR (below). Participants presenting narrowly specialized
technical papers should consider making a submission to “Linear Algebra and its
Applications” or the “Electronic Journal of Linear Algebra”.

INTERNATIONAL STATISTICAL REVIEW
Statement of Editorial Policy

The International Statistical Review (ISR) is the flagship journal of the International Statistical
Institute and of its constituent sections (the Bernoulli Society for Mathematical Statistics and
Probability, the International Association for Official Statistics, the International Association for
Statistical Computing, the International Association for Statistical Education and the International
Association of Survey Statisticians). The ISR is widely circulated and subscribed to by individuals and
institutions in all parts of the world.

The main aim of the SR is to publish papers of an expository, review, or tutorial nature that
will be of wide interest to readers. Such papers may or may not contain strictly original material. All
papers are refereed.

The ISR has two Editors, in order to demonstrate its commitment to the whole field of
statistics, widely interpreted. Bugene Seneta of the University of Sydney, Australia, is primarily
tesponsible for papers in the broad area of mathematical and theoretical statistics and probability, as
well as computational statistics, statistics as applied in the physical, biological, medical and
environmental sciences, industry and commerce, history of statistics and the teaching of statistics. Asta
Manninen of the City of Helsinki, Urban Facts, Finland, is primarily responsible for the areas of
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official and government statistics and public policy, demography and population studies, banking and
finance, the social sciences, survey statistics, as well as for papers of broad public interest.

Review papers are the main raison d'étre of the ISR, but the kind of review that the Editors
would wish to encourage is not purely bibliographic. Readers of the ISR will find ‘critical reviews’ far
more useful and these are very strongly encouraged. A critical review is one that provides an
introduction to a field, pointers to key original references, and clear and interesting insights and
comments both about past work and about future directions for research and applications. A good
critical review will be accessible to non-specialists while being stimulating and interesting to experts. It
will of necessity be something of a ‘personal view’ of a subject while of course retaining scientific
integrity and giving full credit to original sources of cited work. There is no need for a critical review
to attempt exhaustive coverage of the field (provided it does not claim to do so!) and careful direction
towards key references is more important than any attempt at an exhaustive bibliography.

Broadly based papers of wide interest that contain original material are very much welcomed.
However the Editors do not wish to publish (even really excellent) technically original papers that are
accessible or interesting only to a small group of specialists.

Papers on the history of statistics and probability are welcomed provided they are of wide
interest and preferably if they convey insights of current relevance.

Authors and referees of all papers should bear in mind that many of the readers of the ISR
(particularly in the developing world) do not have easy access to libraries or to other journals, and
therefore it is hoped that papers will be as self-contained as possible, while of course giving proper
bibliographic credit.

Eugene Seneta and Asta Manninen, Joint Editors
September, 2003.
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Photograph of Participants
from the last IWMS meeting

Participants of the 13" International Workshop in Matrices and Statistics held at
Bedlewo, Poland, 18 — 21 August 2004.

Photograph by Hazel Hunter
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Some Biographical Material on the Keynote Speakers

The Workshop organizers are grateful to Professors C R Rao, Shayle Searle, George Seber,
and Eugene Seneta for their acceptance of the invitations to deliver the keynote talks.

We have included in this booklet the following biographical information

Professor C R Rao

Short biography of C R Rao, F.R.S.

“A Conversation with C R Rao, Interview by Morris DeGroot, in Statistical Science, Vol 2,
1987. Reprinted with permission of the Institute of Mathematical Statistics.

Professor Shayle Searle

“Shayle Searle’s Contributions to the Evolution of the SAS System” by Robert N. Rodriguez,
Russell D. Wolfinger, Randall D. Tobias, SAS Institute Inc., SAS Campus Drive, Cary, NC
27513 USA. Provided by the SAS Institute, Cary, NC, U.S.A.

Professor Eugene Seneta
“Pitman Medal Awarded to E. Seneta.” Australian and New Zealand Journal of Statistics,
40(4), pp385-387, 1998. Reprinted with permission from Blackwell Publishing Ltd.

Professor George Seber
A short biography of George Seber
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Short Biography of C R Rao, F.R.S.

Padma Vibhushan awardee

C. R. Rao is among the world leaders in statistical science over the last six decades. His
research, scholarship and professional services have had a profound influence on theory and
applications of statistics.  Technical terms such as, Cramer-Rao inequality, Rao-
Blackwellization, Rao’s Score Test, Fisher-Rao Theorem, Rao distance, and orthogonal
arrays (described by Forbes Magazine as “new manthra” for industries) appear in all
standard books on statistics. Two of his papers appear in Breakthroughs in Statistics in the
last century. C R Rao is the author of 14 books and about 350 research papers. Three of his
books have been translated into several European and Chinese and Japanese languages.

Rao received MA degree in mathematics from Andhra University and MA degree in statistics
from Calcutta University and started doing research at the ISI (Indian Statistical Institute). He
was invited to work on a project at the Cambridge University, UK, which required the
statistical methodology he developed at the ISI. Based on the work he did he earned his
Ph.D. and Sc.D. degrees of the Cambridge University, and up to date he has received 29
Honorary Doctoral degrees from universities in 17 countries in 6 continents. He held several
important positions, as the Director of the Indian Statistical Institute, Jawaharlal Nehru
Professor and National Professor in India and University Professor, University of Pittsburgh
and Eberly Professor of Statistics and Director of the Center for Multivariate Analysis,
Pennsylvania State University in USA. At the age of 84 years, he is still active doing research
in statistics, attending conferences and giving lectures.

As the Head and later Director of the Research and Training School at the Indian Statistical
Institute for a period of over 40 years, Rao developed research and training programs and
produced outstanding students which “put India not far from the center of the statistical map
of the world”. He supervised the research work leading to Ph.D. degree of 50 students who in
turn produced 250 Ph.D.s. During this period he also directed the training programs at the
International Statistical Educational Center (ISEC) which led to the development of statistics
in the South East Asian region. Rao was the Chairman of a UN Committee, which examined
the demand for statistical personnel in Asian countries and recommended the establishment of
an Institute for statistical development in South East Asia. On the basis of his
recommendation ASI (The Asian Statistical Institute) now known as Statistical Institute for
Asia and Pacific was established in Tokyo to provide training to statisticians working in
government and industrial organizations.

Times of India dated 31 December 1988 chose C R Rao as one of the 10 top scientists of
India; the list includes the outstanding scientists, S N Bose, S Ramanujan, Harishchandra, H
Khurana, C V Ratnan, S Chandrasekhar, Salim Ali and G N Ramachandran.

For his pioneering contributions to statistical theory and applications, Rao received numerous
awards. He has been elected to the National Academy of Sciences, USA, American Academy
of Arts and Science, Royal Society (UK Akademy of Sciences, FRS), Indian National Science
Academy, Lithuanian Academy of Sciences and Third World Academy of Sciences. He was
made an Honorary Member of the International Statistical Institute, International Biometric
Society, Royal Statistical Society (UK), Finnish Statistical Society, Portuguese Statistical
Society, Institute of Combinatorics and Applications and Wold Innovation Foundation, and
Honorary Life Fellow of King’s College, Cambridge, UK. He has been the President of all
prestigious statistical associations, the International Statistical Institute, Institute of
Mathematical Statistics, USA and the International Biometric Society. He was inducted into



the Hall of Fame of the National Institution for Quality and Reliability, Chennai Branch, for
his contributions to industrial statistics and the promotion of quality control programs in
Indian industries. At the Berlin conference of the International Statistical Institute held in
2003, Rao received the prestigious International Mahalanobis Prize for lifetime achievement
in statistics and the promotion of best statistical practice.

He received numerous medals: Gold Medal of Calcutta University, Wilks Medal of the
Aumerican Statistical Association, Wilks Army Medal, Guy Medal in Silver of the Royal
Statisttical Society, Megnadh Saha Medal and Srinivasa Ramanujan Medal of the Indian
National Science Academy, J.C.Bose Gold Medal of Bose Institute and Mahalanobis
Centenary Gold Medal of the Indian Science Congress. He received Batnagar award of CSIR
(Council of Scientific and Industrial Research, India).

Rao was honored by the President of the USA with the prestigious National Medal of Science
“as a prophet of new age” with the citation, “for his pioneering contributions to the
foundations of statistical theory and multivariate statistical methodology and their
applications, enriching the physical, biological, mathematical, economic and engineering
sciences”.

The Government of India honored him with the second highest civilian award, Padma
Vibhushan for “outstanding contributions to Science and Engineering / Statistics”, and also
instituted a cash award in honor of C R Rao, “to be given once in two years to a young
statistician for work done during the preceding 3 years in any field of statistics”.

International conferences were held in USA, India, Canada and Switzerland and special issues
of the prestigious journals like Statistical Planning and Inference, Linear Algebra and its
Applications, Sankhya and several festschrift volumes were published in his honor.

For his outstanding achievements Rao has been honored with the establishment of an
Advanced Institute of Mathematics, Statistics and Computer Science (AIMSCS) named after
him, in the Osmania University campus, Hyderabad, India.

Professor Rao receiving the prestigious National Medal of Science from the U.S.
President
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Some universities used to teach statistics as a part of
the undergraduate program but not at the postgrad-
vate level. The Indian Statistical Institute was the
first place to have what they called a one-year training
course in statistics. I took that course, but by the time
the course ended Calcutta University had started a
master’s program in statistics. Mahalanobis said to
me, “You join the university and get a formal degree,”
Since a formal degree is always useful in India as a
passport to get jobs, I joined Calcutta University and
got a master's degree in statistics, I am one of five
firat batch students to be awearded an M.5. degree in
statistics by an Indian University. So that's how it all
began.

“FISHER SAID | MUST WORK ON HIS MIGE"

DeGroot: When did you then go to Cambridge and
how did that come about?

Rao: After I finished my master’s degree, Mzha-
ianobis asked me to work on anthropometric data
which had been collected by Dr. D. N. Mazumdar, a
well-known anthropologist, in the state of Uttar

Pradesh during the 1941 Indian population census.
The data wers sent to the Indian Statistical Institute
for analysis; at that time Mahalanobis had already
invented the Mahalanobis distance for studies in an-
thropology. He assigned the project to me, So my first
experience was analyzing data collected on some five
thousand individuals, with twenty characters meas-
ured on each individual I produced a report using
the Mahalanobis D? (distance) in the analysis, and
Mahalanobis was very happy with that.

Right at the time when I finished that report, he
got a telegram from the anthropological museum in
Cambridge saying that a British expedition from
Africa had brought a large namber of bones and stones
and so on. Would he please send one of his students
to analyze the data. Mahalanobis replied, “Of course.
I have one who is very good in statistics, but he does
not know anthropology. So Fli send an anthropologist
along with Rao to help you with this project.” So we
went there and we found a very interesting collection
of bones. They had dug out ancient graves, ahout 1000
years old, from a place called Jebel Moya in North
Africa, and brought the skeletal material to the mu-
seum in Cambridge. I was actually employed in the
Cambridge museum for a couple of years to work on
the skeletal material. Incidentally I joined King's Col-
lege, where Mahalanobis used to be when he was a
student, and I also registered for a Ph.D. degree under
R. A. Fisher. But Fisher said I must work on his mice,
whether it Ieads to a thesis or not, So I was doing
some experiments on mice for R. A. Fisher which
involved the mapping of chromosgomes, in addition to
my work at the Anthropological Museum,

DeGroot: He actually was treating live mice in his
experiments? .

Rao: Oh, yes. He had a laboratory where he was
hreeding mice because he was mapping their chromo-
somes. Lots of mice, maybe thousands. I think we
were some ten people warking there at that time. He
asked me to study the linkage of four genes on a
chromosome and find the distances between them. So
I was doing that project for R. A, Fisher in the eve-
nings, and in the daytime I was working in the an-
thropological museum, After two years we wrofe the
report on this skeletal material which is published as
a book by the Cambridge University Press, Ancient
Inhabitants of Jebel Moya [with R. K. Mukherji and
J. C. Trevor, 1955]. The Cambridge anthropologist
and my Indian colleague who was an anthropologist
also got their Ph.D. theses out of that same project. I
think my Indian colleague wrote on the anthropolog-
ical technique and interpretation of results. The Cam-
bridge anthropologist was also a sociologist, so he
looked at the artifacts along with the bones. He made
his own conclusions and we put everything together.
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DeGroot: And your Ph.D. dissertation?

Rao: My Ph.)). dissertation was based on the the-
oretical work I did in .connection with this project,
which is partly in the book. But I had some additional
results in my thesis, Fisher's discriminant function
was used for classification within two categories, and
1 developed a method for many categories. I also
developed another test. We had to do all the multi-
variate computations by hand at that time. I I had
fifty characters it would be impossible to use all of
them, so selection of characters was a major problem.
1 invented 2 test of whether it is really necessary to
take so many characters. I said, “All right, given a set
of measurements, is there further information in an
additional set of measurements?” So this is the kind
of test which I developed and which went into the
thesis, R. A. Fisher was my supervisor, Wishart was
an examiner.

“NOW | HAVE THE PRIVILEGE OF WALKING
ON THE LAWNS”

DeGroot: Was Fisher much involved in your
work?

Rao: Well, he thought my test for additional
information was very good because it was an extension
of a test he developed in discriminant analysis. That
is, if somebody specified the discriminant funetion, he
could examine whether that was the true discriminant
function or nat. This really involved the idea that the
given discriminant function carries all the informa-
tion; given that function, nothing else is needed. So
when I extended that test to a given set of measure-
ments, not necessarily one discriminant function,
Fisher was happy. I atso mentioned to Fisher that I
was working on the problem of classification into more
than iwo categories. | used the Bayesian approach to
the problem. He asked me to work along a different
line, but I used essentially Bayesian techniques.
[Laughs] That's the appropriate thing to do in prob-
lems of that kind. Later on I described what you should
do when you could not know the prior probabilities. I
also created a kind of doubtful region where you can
take the position that you are unable to say whether
an obgervation belongs to this group or that group,
and described how to operate with that region. That
is an abstract of what I did for my thesis,

DeGroot: With both Fisher and Wishart at Cam-
bridge at that time, there must have been a lof of
statistical activity around the university.

Rao: That is true, but Fisher was mostly interested
in mathematical genetics. So I took various courses in
mathematical genetics, I had enough knowledge when
I came back to India to direct research work by my
students in mathematical genetics. I aciually produced

three Ph.D.’s in mathematical genetics at that time,
very valuable people, but unfortunately they are all
working in this country. And Wishart of course was
in the school of agriculture. Bartlett was there for a
while; then he went to Manchester and Daniels came.
About that time the statistical laboratory in Cam-
bridge was established for training statisticians. We
had students like Durbin and Bailey and some others,
Most of the statisticians at that time were being
trained in the statistical laboratory at Carmbridge, but
it just started in "47 or 48.

Delroot; Was it unusual for an Indian to be
studying at Cambridge at that time?

Rao: No, lots of Indians used to go to Cambridge.
It was the place that Indians went for their higher
education. But I didn’t study in Cambridge in that
sense. I was working in Cambridge at the museum,
but formally attached to King's College as a research
scholar. Later on, King’s College honored me by elect-
ing me a life fellow. When I was formally enrolled as
a research student there, I was not allowed to walk on
the lawns in King's College.

DeGroot: I've seen those signs: “Only fellows are
allowed to walk on the grass.”

Rao: Right. But now I have the privilege of walking
on the lawns, and whenever I go thete I can stay in
the college, have a free dinner, and probebly drink as
much wine as I want. [Laughs] Thete are only cleven
life fellows at any time. Only if somebody dies do they
elect another one.

“ONE STUDEMT ASKED, ‘WHY DON'T YOU
PROVE IT FOR FINITE SAMPLES?™

DeGroot: Some of the most famous results in sta-
tistics have your name on them. One example is the
Cramér-Rac inequality, as it Is commonly known. I
know that Cramér and you did not work on this
together. Could you tell me how it came about that
your names are paired on this result in this way?

Raa: After [ completed my master’s degree in 1943,
1 was asked to teach my juniors in the master’s course.
There was a shortage of teachers. I think R. C. Bose
and 8. N. Roy were the two main teachers, and there
were a few others.

DeGroot: This was at the Indian Statistical
Inatitute?

Rao: At both the Institute and Caleutta Univer-
sity. You aee, when Caleutta University started the
master’s program they had no teachers, so they bor-
rowed all the teachers from the Indian Statistical
Institute. Actually, the lectures were held in the Indian
Statistical Institute. Many of our teachers did not
know much statistics. They were trying to learn
and teach the students. So when I had my formal
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DeGroot: Iremember using that book when I was
" a student just for learning about statistical theory
generalily,

Rao: My Linear Statistical Inference is really only
a mathematical version of that book, I think.

DeGroot: 1 see, Well, have you been giving any
thought te a new edition of Linear Statistical
Inference?

Rao: When I try to review the book, I find that
much has happened since the second edition came out,
so | was thinking of working on a third edition not as
a gingle volume but maybe a8 a couple of volumes. It
depends on how much time I have because in this
country there is a ot of pressure for writing papers,
getling grants, writing more papers for the grants, and
s0 on. {Laughs] So I don't have much time to think of
revising the book. But I have given a variety of courses
in this country and made some notes which would be
useful in making a third edition of the book.

DeGroot: I'in also curious about your book with
Kagan and Linnik, Characterization Problems of

Mathematical Statistics [John Wiley, New York,
1973]. That bock was published first in Russia and I
first saw it in the Russian language edition when
Kagan sent me a copy. Then subsequently it was
translated into English. How did that collaboration
with the Russiane come about?

Rao: I think I was interested in characterization
problems right from my student days. There was a
paper by Ragnar Frisch in which the following prob-
lem was proposed: If there are two randem variables
Xand ¥ where X = ¢ + yand ¥ = ¢ + v, so there is
a common variable , under what condition is the
regression of X on Y linear? X and ¥ have only one
common variable ; the other variables ¢ and v are
independent, I gave a general solution to this problem
in my thesis as a partial requirement for the M.S.
degree. Thig was ultimately published in Ecoromatrice
in 1947 [16 245-249; Correction, 17 212].

Then when I had my research students, I gave them
problems on characterization for their thesis work. I
was doing some work on characterization right before

C. R. Ruo, A. N. Kalmogoron, and P. C. Mahalarobis, Caleutta, 1962
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Linnik’s first visit to India in 1955. I told him what I
was doing, and being a mathematician he liked the
iden. When he went back he started working on very
complicated characterization problems using ideas of
number theory and so on. It was very surprising. I was
visiting the Soviet Union frequently at that time and
we used to mest, I attended the first mathematics
confererce held in the Soviet Union after the war in
1056. At that time I met other acquaintances of Lin-
nik. Linnik introduced me to hie student Kagan sub-
sequently. As I said, at that time Linnik vsed number
theory ideas and he was trying to characterize the
normal distribution by the identical distribution of
two linear statistics, Then [ took Linnik's ideas and
tried to extend his methods to problems involving
[inear statistics but under different conditions and so
on. During a subsequent meeting with Linnik, he
suggested that we all write a hook together on char-
acterization problems in mathematical statistics. We
decided how many chapters I would write and what
Kagan and Linnik would write. I think within a year
or 50, we put our material together. T wrote in English
and they translated it into Russian. They kept me
informed of what they were doing.

DeGroot: So you would communicate with each
other in English.

Rao: Yes, Linnik knew English and Kagan knows
English. We formed a good team and were able to
complete the work within a year or so.

“YOU CAN SAY ANYTHING IN AN ABSTRACT"

DeGroot: Linnik must have died just about the
time that the book came out.

Rao: Yes, he died in June 72, Linnik and Kagan
also translated my Lineer Statistical Inference.

NeGroot: That’s very interesting. They were also
influential in translating my decision theory book into
Russian.

Rao: There's one interesting thing I must tell you
about the translation of my Linear Statistical Infer-
ence. I had made the comment that in the Figher-
Behrens problem, there is no similar-region test when
o and oy are different. Linnik had proved that in a
certain class a similar-region test actually exists. So
Linnik said my statement was wrong and they just
madified it in the Russian translation, In this connec-
tion, when Wilks was alive I discovered that he had
an abstract in The Annals of Mathematical Statistics
wherze he claimed that no similar-region test exists.
So I wrate to Wilks in the 50s or so, asking him to
please send me the proof or tell me how he had done
it. Wilks replied that this was done during the war-
time, that his office was moved after the war and the
whole folder econtaining the proaf of this proposition

was lost in the process, and that he does not recall
how he did it. You can look at the abstract by Wilks
{11 475-476, 1940.]

DeGroot: Wow! f

Rao: There was another incident recently in which
somebody claimed priority because he had mentioned
a result slightly less general than mine in an abstract
in the Annals. You can say anything in an shstract. If
it is right, you can claim eredit and priority.

DeGraot: Yes. Take & chance; maybe it will be
right. There is no serious screening of abstracta. I
think that's O, as long as everyone realizes that the
regults are not necessarily correct or original.

Rao: Actually when that person wrote the full
paper on the basis of the abstract, I was a referee and
it turned out that this result was also not correct a8
stated.

DeGroot: Do you still visit the Soviet Union?

Rao: I was there last year for the conference at
Vilnius. As Director of the Indian Statistical Institute,
1 was very much involved in the exchange of scientists
between the Soviet Academy and the Indian Statisti-
cal Institute. In fact, we had a separate agreement
between us for the exchange of up to eight scientists
every year on either side. So we send our people and
they still come to the Institute.

DeGroot: What is your impression of the political
situation in the Soviet Union? Have you seen any
chanpes through the years?

Rao: Well, there was some change since the fifties.
1 think that in matters of science they now just do the
same thing as the rest of the world.

DeGroot: Da you see Kagan when you are there?
I know he has been irying to emigrate for several
years.

Rao: Not this time. He was not at the conference
that I attended. The last I saw him was in 1976. But
I am in ncﬂmmvcsmmanm with him. We still try to
collaborate a bit. I used to like the Leningrad group
because whenever I was there I would give seminars
and they would tell me what they were doing. I used
to give them some problems and they would solve
them immediately. [Laughs] So there were some
papers on problems posed by Rao. It was quite a good
group. Ibragimov and others were there. I am an
honorary professor of Leningrad University. That
came along with the honorary doctorate I got from
there. So [ alwaya visit the university when I go there.

DeGroot: Do you have royalties in the Soviet
Union?

Rao: Yes, I have royaliies for the translation of
Linear Statistical Inference and for Characterization
Probiems. :

DeGroot: Ifound it diffieult to spend my royaltiea
when I was there, How do you spend yours?
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politics when we were in contact with the Prime
Minister's office. Occasionally we saw his brother,
Sanjay, but not Rajiv.

“THE WORKERS HAD WRONG IDEAS ABOUT
COMPUTERS™

DeGroot: I'm sure you've had many interesting
and fascinating experiences during your time at the
Indian Statistical Institute. I remember hearing about
some of the problems that you had when you took
over as director in Caleutta, Could you tell me a little
bit ahout your experiences during that period?

Rao: The Indian Statistical Institute is a very large
organization. It employs 3000 people. There are lots
of divisions engaged in working on different kinds of
problems. Our idea was that everybody must use sta-
tistical ideas in their investigations although they are
working on their own scientific problems. So that was
a difficult job, to keep in touch with the various
scientists working on different kinds of problems, to
see to what extent they were using statistical methods
in their investigations and to give them proper advice.
There was also the problem of bringing scientists
working in different disciplinea together to work on
some kind of common projects. For instance, when |
sent a team for a demographic survey, I included some
physical anthropologists who would go and do the
measurements, sociologists to do studies on families
and relationships, and seriotogists to take blood sam-
ples and do the bleod grouping and so on. So this was
the most difficult problem and I succeeded in most
cases and failed in other cases.

We had some trouble when we brought in the com-
puters. The Indian Statistical Institute was the first
organization in India to acquire digital computers. We
had one computer brought from the Soviet Union in
’55 and another digital computer brought from Great
Britain. But the workers in India did not like our
introduction of computera in a big way. They had
wrong ideas about computers. They thought it would
affect their employment opportunities.

DeGroot: Are the workers unionized?

. Rao: Oh yes, we have very strong unicns in every
organization in India. Let me continue. I had devel-
oped an interest in computers when I was working in
Utbana-Champaign at the University of Ilinois in
1953-1954. I think that university had the first digital
computer, called Illiac, and 1 used t6 work on that
computer. | took a course on programming. So I was
probably the first programmer of India. I was one of
the few who could do programming using machine
language, The University of Illinois gave me two stu-
dents to develop computer programs for statistical
methods at that time. So I made them work, and in
order to understand those programa I learned com-

puter programming mysell. Nowadays it’s easy, but at
that time to use sixteen instructions to write the whole
formula was a difficult problem. So I had a lot of
interest in computers and I really .wanted to develop
computers in India, which was not possible under the
conditions prevailing in India. That was a big disap-
pointment for me. We lost the opportunity to do
certain kinds of research or develop methodology
based on complex computations,

DeGroot: ! seem to remember that at about that
titne you moved from Calcutta to Drelhi,

Rao: No, I moved from Calcutta to Delhi much
later, '

DeGroot: It was unrelated?

Rao: It was unrelated. Because I was not finding
much time for doing research in Calcutta, I moved
over to Delhi and asked somebody to share the admin-
istrative responsibilities in Calcutta, It was purely to
get time to do research that T moved to Delhi.

“THE INDIAN STATISTICAL INSTITUTE IS
REAELY A FANTASTIC PLACE"

DeGroot: What are some of your more pleasant
recollections of your tenure there?

Rao: The Indian Statistical Institute is really a
fantastic plaee. It used to attract famous scientists
from all over the world. For instance, Norbert Wiener
worked at the Institute for six months in, I think, *52
or '53. And J. B. 5. Haldane was a regular employee
of the Indian Statistical Institute. He was there for
five years, and I was formally head of the department
where Haldane was working. Mrs, Haldane also used
to work there. A number of famous economists visited
the Indian Statistical Inatitute: Ragnar Frisch, S8imon
Kusznets, Richard Stone, who got the Nobel Prize in
Economics last year; and some of the presidential
advisors in economics from the U.8.A. That tall econ-
omist, John Kenneth Galbraith, spent three months
at the Indian Statistical Institute. On occasions I used
to go for a walk with him. He is so tall I had to look

" up in order to carry on a conversation with him. Oscar

Lange from Poland also visited the Indian Statistical
Institute. And the Indian Statistical Institute was
declared & show piece which every visitor to Calcutta
must visit. So Kissinger came to the Indian Statistical
Institute. I have nice photos sheking hands with
Kissinger and Mrs. Kissinger, and taking him around
the Inatitute and explaining to him what we are doing.
Premiers of all countries would come—Ho Chi Minh,
Chou En-lai. It was quite an interesting place. And
lots of scientists; at any point of time there would be
ten or twelve foreign scientists visiting the Institute.

DeGroot: I remember your telling me that it's the
only statistical institute in the world that has a dino-
saur in it.
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Raa: Oh yes, there is a geological department, and
dinosaurs were discovered for the first time in India
by the Indian Statistical Institute. We have a geolog-
ical museum. By the way, Jawaharlal Nehru was a
geologist. He studied geology when he was a student
at Cambridge, so he had a lot of interest in geology.
He was very much excited when we found the dino-
saur. And so when the first bone, the dinosaur's thigh
bone, was discovered somewhere in South India we
took the dinosaur bone all the way to Delhi to show it
to Nehru.

DeGroost: There seems to be a tradition in India
of mathematically-talented young people going into
statistics rather than into other branches of mathe-
matics proper. Is that a eorrect impression, and if a0,
hew do you think that came about?

Rao: Ithink that was true only for some time when
there were no jobs for those who studied mathematics.
They used to study mathematice just for the love of
mathematics. Generally, Indians are more abstract
minded; they are not practical-oriented pecple. That's
the reason why Indians did not contribute much to
science in the past. But physics, metaphysics, philos-
ophy, mathematics, they just love, because they think
that anything can be proved by argument. [Laughs]
Of course, in mathematics there are axioms, and there-
fore argument is relevant. But not in areas where
there are no fundamental axioms. But when they
found that there were no good jobs in mathematics
and that statistics was a developing field, many math-
ematicians thought it logical o study statistics! And
that’s the reason why a lot of good statisticians
developed in the late *40s and '50s in India,

DeGroot: Is the situation still the same?

Rao: Mo, nowadays we are not getting such good
students for statistics as we used to get in the past.
Probably there are areas of applied physics and chem-
istry which are more attractive now. Some students
still go for mathematics. So it was only & temporary
phenomencn that zll good mathematicians came to
statistics. That was true in this country, too.

“I THOUGHT | SHOULD VISIT THE STATES FOR
JUST ONE YEAR"

DeGroot: What prompted you to accept a faculty
position in the United States here at the University
of Pittsburgh in 19797 You had, of coutse, visited the
United States often. :

Rao: Yes, several times. And I also worked briefly
at various universitias in the United States. Actually,
I had retired from the Indian Statistical Institute, but
they gave me another position—a special chair called
the Jawaharlal Nehra Professorship.

DeGroot: That chair was awarded upon your re-
tirement as director?

Rac: Yes, It waa approved by the Prime Minister,
Indira Gandhi. But after retirement I thought Lshould
visit the States for just one year. 8o I took a visiting
professorship at the Ohio State University, Columbus,
At that time my son, who was studying engineering in
India, came to the United States to visit me. I was
briefly in Pittsburgh, and I think be met the Dean
and the Dean said that he could continue his engi-
neering courses here, He already had done three years
in India. So he met the engineering faculty; they gave
him eredit for what he had done and told him that if
he studied for another two years here, he would get
the same kind of degree, a Bachelor's in Engineering,
that he would get in India. 8o he accepted admission
here and did not go back. A few days later the Dean
sent word through the chairman of the Math Depart-
ment here agking whether I would take a job here.
One of the attractions was that I wouldn’t have to pay
tuition for my son if I took the job. So I said maybe,
temporarily for two years, I will accept, because I have
my job in Indi; I have to get back, He said, “You take
the job. I'll give it to you on a permanent basis. You
ean go back whenever you like, or you can work part
of the time here and part of the time in India.”

DeGroot: That sounds like an offer you couldn’t
refuse. Have you been dividing your time going back

" and forth?

Rao: Not much. I have been spending most of my
time in Pittsburgh because this department itself
needed some development. 1'think that when I joined
they didn’t have many graduate students in statistics.
I even heard that they were going to close down their
graduate studies in statistics, But over the course of
the past five years we tried to develop advanced
courses in statistics, and to increase the number of
graduate students, and also to write some papers, I
think the department is now very well rated,

“ YSED TO WATCH WHAT THE GARDENERS
WERE DOING AND DIRECT THEIR WORK”

DeGroot: During the years that you have been in
Pittsburgh, I've come to lesrn of your many talenta
outside of statistics such as gardening, photography,
and cooking. Let’s take these one at a time. Would
you tell me about your interest in gardening?

Rao: Well, 've always loved gardening. 1 vsed to
work in my garden in India. The Indian Statistical
Institute has a big campus and there’s a lot of area for
gardening. I think they have about 50 gardeners work-
ing there. So I used to go around early in the morning
to watch what they are doing and to direct their work.
T used to advise them on the type of flower plants they
should grow, give them a design for planting trees,
and indicate where they should grow vegetables. So
I always took an interest in gardening. But I never
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66 STATISTICAL SCIENGE

stantly thinking. I believe the two great methodologies
in statistics are sample surveys, which is essentially
collecting existing information, and design of experi-
ments, whete you generate observations to provide
information on some given questions. Different types
of data analyses are, of course, then applied depending
upon what the statistician thinks is the right thing to
do. They are not as fundamental as the data which
are collected through principles of design and sample
surveys. If data are good, results should be obvious;
the analysis is only to convince somehody that there
ia a real difference and so on.

DeGrool: So you are saying that with a good
design or & good survey, the answer should he obvious
without doing any complicated analysis.

Rao: The analysis is only to make sure that we are
not deceived by what we are seeing. Much of it should
be obvious by looking at the data or by simple analysis.
Even graphics is very important. That's the reason
why R. A. Fisher emphasized graphical representation
of data as part of statistical analysis. Although many
people are not aware of this, the very first chapter of
his hook, Statistical Methods for Research Workers, is
graphics, Nobody reads that although it is a very nice
chapter. So I think we should be doing more graphical
analysis, especially with the help of the computers we
have. We can do things now, which we could not
previousky do, with transformations of variables and
graphics. Further research in sample surveys and
design of experiments to refine the already refined
methods in these two areas would be helpful,

Then we should be developing some rouiine meth-
oda of statistics for applications, like the quality con-
trol methoda and what Shewhart did in induatry: a
gimple and efficient -way of presenting datas which
enables them to see whether everything is OK or
something is going wrong, or whether there is scope
for improvement. There is a great need for developing
simple techniques for routine applications in other
areas to improve the overall efficiency of grods we
produce and services we offer.

“HOW DCES THE DOCTOR DECIDE WHETHER
THERE |S SOMETHING PATHOLOGICAL OR
' NOT?"

DeGroot: The medical area is one example.

Rao: Yes, there are many challenging problems in
applications of statistics to medicine. We don’t seem
to have done much in that area. So this is where we
should be working, along with the medical doctors, to
try to see how statisties can be applied to improve
diagnosis, treatment, monitoring the effect of drugs
on the patients, and &0 on. Statistics is used in a
slightly different way in problema of bicassays and the

screening of drugs. But I think a lot remains to be
done in medical diagnosis. I don’t kuow whether I tofd
you this story or not. When I was working at Johns
Hopkins—thnt's the place where many famous doc-
tors are—I went to a doctor because I felt some
uneasiness in my stomach. He made a large number
of tests and asked me what was wrong with me. I said
that the Indian doctors told me that the food I take
does not stay in the stomach long enough. It gets into
the intestines within half an hour but normally, in
other cases, it takes one-and-a-half hours or so.

So he gald “The fact that the food stays only for
half an hour doesn’t mean there is something wrong
with you. You know, if you take a set of normal
individuals and find how long the food stays in the
stomach for each individusl, that's a variable and it is
normally distributed,” He teils me. [Laughs] So the
fact that you are a member of that normal group
having a small value doesn’t mean there is something
wrong with you. If a person is five feet tall, that’s not
pathological; some healthy individuals are five feet
high and some are six feet high, and =0 on. Soif it's
not by looking at the battery of tests, how does the
doctor decide whether there is something pathological
or not? Suppose that with all those abnormal values,
the patient looks all right. Does that mean there is
something wrong with him? So it's probably a com-
bination of the tests and the doctor's evaluation of the
patient's general condition,

As soon ag you go to the doctor he asks what is
wrong with you, and he takes a case history. Are you
all right? Are you able to think? Are you able to write
papers? Are you able to walk? Are you able to drink?
You see, if you do all this with your bad cholesterol,
then it's OK, that’s normal with you, So diagnostic
tests like measurements on the blood chemistry are
not by themselves encugh to make a diagnosis. The
patient’s condition must also be an input into it. The
question is how to put them together and come up
with a diagrosis. It's an art for the doctor. Probably
in the past nobody made any tests, If you went and
told the doctor that you hed a fever and other things,
he felt your pulse and prescribed a medicine. So the
goneral condition of the individual is probably far
movre important to the diagnosis than what the diag-
nostic teata reveal. So T am working on this kind of
prablem: how to put together the results of tests and
the doctor’s judgment of the patient’s case history,
and other prior evidence, which may be personal and
subjective, and come to the right diagnosis.

DeGroot: That’s great,

Rao: So there should be more routine applications
of statistics wherever they are needed, and we
should be getting into new areas where the classical
approaches really do not work.

CONVERSATION WITH C. R. RAG 67

DeGroot: Ithink many statistical techniques have
become standard simply becauge they wera easy to
apply, just the reason you are tatking about, regardless
of whether they were always relevant.

TRao: They all arose from applications in biology,
but now that stage is past. I don’t think we are very
suceessful with statistical methods in psychology or
even in economics, Possibly what is wrong with the
economists is that they are not teying to refine their
measurements or trying to messure new variables
which cause economic changes. That is far more
important than dabbling with whatever data are
available and trying to voake predictions hased on
them. So there’s a lot of work that needs to be done
in the soft sciences such as psychology and economics.

DoGroot: What does the future hold for C. R.
Rac? You mentioned the possibility of traveling in
third world countries,

Rao: Well, I will try to contihue research to the
extent possible with the facitities available wherever I
am. And I like teaching and talking to students, trying
to inspire them, giving them new problems—so prob-
ably Tl continue to do that. And if the Third World
Academy forces me to go out and give lectures, 1 guess
I could do that. But I do not know. I would like to
continue the type of work I have been doing before,
but probably at a slower pace than before.

PeGroot: F'm sure that in whatever you do, you
will ba s highly successful as you always have been.
Thank yeu, C. R.
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How to respond to such a criticism, considering that
Type 11T tests form some of the principal default output
from PROC GLM and PROC MIXED? Fortunately we
had in hand Linear Models for Unbalanced Data (Searle
1927). 1t nct only provides a thocough discussion of the
four types of sums of squares (to which we refer in our
reply), but Section 4.6 even goes so far as to refer jo the
Type 11 test for the two-way madel as “..interesting, rea-
sonable, useful.. In addition to this (and unbeknownst
to us), Shayle composed his own reply fo the article, in-
cluding a nice discussion of the whole issue (see the June
1995 issue of Sraristics and Computing for both replies).

Searle also makes the following remark in his reply to
Melder:

And why...does ‘model selection and predic-
tion” have any connection whatever with trying
“to justify Type 11l sums of squares.’? I don’t
getit atall,

After a personal discussion with Nelder in June, it appears
that Shayle has gotten to the heant of the issue with this
query, The resolution is that Nelder is critivizing the use
of Type 101 tests during the model selecrion phase of sta-
tistical analysis, whereas they may be appropriate during
the inference phase once a model has been selected. As
the dust is settling, we are grateful 1o have Searle’s insight
in these matters.

{ had the privilege of meeting Shayle just before
Nekder's article appeared as Shayle was working on a
new Annotated Computer Ouiput (ACO) about PROC
MIXED. My wife Liz and I breakfasted with bim one
moming during the ASA meetings in San Francisco, We
had barely begun discussing the ACO when Shayle sur-
prised both us and our waiter by demonstrating what he
referred to as “the proper way to serve tea”™ An adjoin-
ing remark was afong the lines of “These #*%@ Amer-
icans never get it right.” That taken care of, Shayle pro-
ceeded o provide me with a fuily laundry list of sugges-
tions regarding the cutput and labels from PROC MIXED.
He was particularly critical of the output labeled “Mixed
Model Equations”, that not only had a mistake in it, but, as
Shayle put it, “aren’t a set of equations at all” because the
final row of the output comrespended to the y-panition of
the matrix that PROC MIXED sweeps. If you run PROC
MIXED today with the MMEQ option you'li see that this
row no longer appears,

A few years ago, we helped Shayle typeset the new
ACO, which is now available from the Biometrics Unit
at Comell. During the coutse of this project, we ordered a
complete set of the ACOs for reference. It was then I dis-
covered, with much chagrin, the existence of the solutions

manual to Linear Models. The chances are pretty good I
would have emptied my somewhat meager bank account
during that first semester of graduate school to obtain a

‘copy of this book. Anyway, the ACOs have been very

interssting, and since interacting with Shayle, I've been
able to incorporate several more of his “suggestions” into
PROC MIXED and plan te include more in the future. It's
been quite a privilege working with him,

With the collective experience assembled int this room,
T can’t resist posing a question for discussion. It's one that
has been recently sent to me by a colleague who has been
running some interesting simulation stadies, The question
is this: Should variance component estimates in PROC
MIXED be allowed to go negative by default? (They are
cutrently constrained to be nonnegative by default but can
be left unconstrained by using the NOBOUND option.)
‘What piqued my interest in this question is that my col-
league’s simulatéon results show that the F-tests for fixed
effects which are nested within a pastieular random effect
are much 100 conservative in cases where this random ef-
fect’s variance component is constrained to be nonmega-
tive, In other words, PROC MIXED isn’t printing tree F-
tests in this case. On the other hand, waditional precedents
and madel definitions argue against the unconstrained de-
fault,

Some of Shayle's thoughis on the preblem are o pages
120-131 of Variance Components by Searle, Casella, and
McCutloch (1992), included six possible courses of action
1o take when one encounters a negative ANOVA variance
component, Shayle, what should PROC MIXED do by
default?

Lat me also say that Verience Components has been
helpful to me in my recent work on the Bayesian analysis
of variance component models, The exact expressions for
the second derivatives of the likelihood were invaluable
in confirming my calculations of Jeffrey's prior, and they
even revealed an error in equation (5.2.10a) of Box and
Tiao (1973).

Shayle, 1 hope your retirement ts in name only, because
your work tends to provide me with answers when I need
them most; however, E seem to be lagging behind your
ideas by about a decade, Thank you for all of the wonder-
ful contributions you've made to statistics!

Recent Developments for Least
Squares Means (RDT)
This section of our presentation describes some recent en-

hancements of the GLM and MIXED proceduses for least
squares means, Conceptually, the starting point for this

work is the definition for least-squares means provided
by Searle, Speed, and Milliken (1980) and Searle (1981).

SAS Facilities for Comparing Independent
Means

Multiple comparisons in the analysis of group means have
long been included in the statistical tools of the SAS
System, via the MEANS statement in the GLM proce-
dure. The first multiple comparisons procedure (MCF}
1o be implemented was the Waller-Duncan Bayesian test
(Waller and Duncan 1969). In the [ate 1970°s many stan-
dard MCPs were added, including methods for all pair-
wise comparisons (Gabriel 1978, Hochberg 1974, Scheife
1953, Sidak 1967, Tukey 1953}, comparisons with a con-
trot (Dunmett 1955}, and a variety of multiple stage tests
(Duncan 1855, Einot and Gabriel 1975, Newman 1939,
Ryan 1960, Welsch £977). Each of the tests was requested
by including an option in the MEANS statement, usually
the name of the principal researcher responsible for the
test. For example,

MEANS TMT / BON SIDAK SCHEFFE TUKEY
GABRIEL GT2 DUNNETT
DUNNETTU DUNNETTL SHNX
REGWQ REGWF WALLER
and a few more ...;

Tn addition to the above facilities in the GLM progedure,
the SAS Users Group Supplemental Library included the
RSMCB procedure, contributed by Aubuchon, Gupta, and
Hsu {1985, for ranking and sefection and multiple com-
parisons with the best,

Limitations

The GLM procedure is a premier statistical tool for ana-
lyzing unbalanced designs (Milliken and Johnson 1984},
However, MCPs usually do not apply in nnbalanced cases
because most MCPs require independent means with
equal variances. The second part of this assumption im-
plies that many of the procedures mentioned above are
only defined for proups of equal size. The GLM pro-
cedure usualiy gets around this constraini by using the
harmonic mean of the sample sizes when necessary for
calculating eritical values (Kramer 1956), The indepen-
dence assumption is more fundamental. While the arith-
metic means are always independent under the usuat lin-
ear model assumptions, with unbalanced data they may
not even estimate any model quantities of interest.

For example, consider the unbalanced two-way design
given in Tzble 1. No matier how you look at it, this

data exhibits a strong effect due to the columns (F-test
p < 0.0001) and no significant interaction between rows
and columns (F-test p > 0.7, But the lack of balance af-
fects how the row effect is interpreted. In a main-effects-
only model, there are no significant differences between
the row means themselves (Type 1 F-test p > 0.7), but
there are highly significant differences between the row
means corrected for the cofumn effects (Type 11l F-test
P < 0.0001).

17,28, 19, § 43,30, 39, 16
21,19 44,44
21,21,24, | 39,45,42, | 19,22, 16
25 47
22,130, 33, 46 26, 31, 26,
31 33,29, 25

Table 1. Unbalanced Two-Way Design

The least squares means (LS-means) for rows are in ef-
fect the column-corrected row means. In the same way
that the Type I F-test tests for differences between the
arithietic row means, the Type 11 F-test assesses differ-
ences between the LS-ineans; see Table 2. This table clar-
ifies the difference between the results of the Type I and
Type I tests.

The LS-means are defined in the SAS/STAT documen-
tation as “the expected value of ... means that you would
expect for a balanced design.” A much cleacer and more
explicit definition is given by Searte, Speed, and Miliiken
(1980): estimates of population marginal means (PMM’s)
for a balanced population. This definition makes a clear
distinction between the parametric funetions being esti-
mated and the statistics used 1o estimate them,

Arithmetic  Least-squares
Row Mean Mean
1 29.1 26.1
2 9.2 284
3 30.2 355

Table 2. Means for Unbalanced Two-Way Design

It is clear that multiple comparisons on the arithmetic
row means in this case would be misleading, The row
LS-means themselves are natural candidates for multi-
ple comparisons, but for unbalanced designs such as the
one above, they are correlated, and few of the standard
MCPs apply 10 cotrelated means. Even in balanced de-
signs, LS-means may be correlated if there are covari-
ates, Furthermore, note that all of the above assumes a
general fived-effects linear model with independent and
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Figure 5: Analysis of Means for Binomial Data

Gaussian data the upper and lower decision limits would
be horizontal lines, since the design is balanced. Because
the variability of ihe binomial distribution is tied to its
mean, for this data the decision limits vary with the mag-
nitude of the L.S-means, here shiown on the logistic scale.

Arbitrary LS-mean Contrasts

Besides the "canned” comparison types available via the
LSMEANS statement, we added an LSMESTIMATE
statement to PROC GLIMMIX, to provide for custom hy-
pothesis tests among the [east-squares means. In contrast
to the hypotheses tested with the ESTIMATE or CON-
TRAST statements, the LSMESTIMATE statement al-
lows you to estimate arbitrary linear combinations of the
least-squares means. Multiple-row sets of coefficients ate
permitied, along with multiplicity adjustments for the as-
sociated p-values and confidence intervals,

Multipte-Stage Tests

The multiplicity adjustments for LS-ineans comparisons
which we reported in 1996 were all single-stage proce-
dures, They have the advantage that they yield simultane-
ous confidence intervals for all compatisons, However, by
sacrificing the ability to get simultaneous confidence in-
tervals, you can use multiple-siage tests to improve power
while still protecting the familywise error rate. We have
added the STEPDOWN option for all muliiplicity adjust-
menis to do just that, implementing the ideas of Shaffer
{1986) and Westfall (1997).

Building on Basic Computations

In 1999, we published a book on multiple comparisons
and multiple tests in SAS (Westfall et al. 1999). As
planned, 1his book was going to cover the traditional
MEANS comparisons, plus some home-grown macros
for special tests, However, it soon became apparent
that the versatility of LS-means for hardling unbalanced
and/or- cortelated daia made them the right basic tool
to use. Using LS-means in conjunction with SASAMIL
matrix programming and the {then} new ODS output
delivery system, we published very general macros for
computing single-stage and multistage adjusted LS-mean
comparisens (3SimIntervals, $5imTests) and for as-
sessing the power of multiple comparisons procedures
{iSimPower).
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PITMAN MEDAL AWARDED TO E. SENETA

Professor Eugene Seneta from the University of Sydney was awarded the Pitman Medal
of the Statistical Society of Australia for 1998 in recognition of his outstanding contributions
to probability theory and statistics, and particularly to stochastic processes and the history of
statistics. The medal was presented at the 14th Australian Statistical Conference in July 1998
by Professor Des Nicholls, President of the Society.

Eugene Seneta was born in 1941 in Stary Sambor, Ukraine. He started school in post-
war Germany and in 1949 he and his family emigrated to Adelaide where he continued his
schooling. Eugene completed his Bachelor of Science degree at The University of Adelaide
with First Class Honours in Pure and Statistical Mathematics in 1964, followed by a Master of
Science degree by research in 1965 from the same institution. Eugene’s M.Sc. thesis, entitled
“Transient Behaviour in Finite Absorbing Markov Chains’, was written under the supervision
of John Darroch. He then joined the stream of people working on stochastic processes at The
Australian National University (ANU) where he was awarded a Ph.D. for his thesis on “Topics
in the Theory and Applications of Markov Chains’ in 1968.

Eugene lectured at the ANU from 1964 until 1979, being promoted to the position of
Reader in 1974. In 1979 he took up his current position as Chair of Mathematical Statistics at
The University of Sydney. He has held visiting positions at Cambridge University, Imperial
College, Princeton University, Virginia Polytechnic Institute and State University, Colorado
State University, The University of Virginia, The University of Chicago, and at L’Ecole des
Hautes Etudes en Sciences Sociales, Paris.

Eugene has established a major international reputation for his contributions in several
fields. His early work on quasi-stationary distributions for Markov chains and his work on
the asymptotics of branching processes secured his place as a leader in the area of stochastic
processes. In recent years the topic of quasi-stationarity in absorbing processes has seen a
vigorous revival, largely in the context of birth-and-death processes, and his papers with John
Darroch (1965) and David Vere-Jones (1966) are cited for motivation. The latter paper marked
the beginning of Eugene’s interest in Vere-Jones’s R -theory of infinite non-negative matrices,
which he then applied to the study of finite approximations to infinite non-negative matrices.

The keystone to Eugene’s influential results in the theory of discrete branching processes
was the application of the iteration-theoretic/functional equation approach, exposited in the
first paper to be published in Advances in Applied Probability at its inception in 1969. This
emphasised his possibly best-known result, which had appeared a year earlier in the Annals
of Mathematical Statistics, and which showed that if the offspring mean exceeds unity but is
finite, there always exists a sequence of norming constants for the Bienaymé—Galton—Watson
process which give a non-degenerate limit distribution. These constants are generally called
the Seneta constants. The result is an ultimate form incapable of improvement in this setting.
Chris Heyde showed, very soon afterwards, that the structure of the constants was such that
convergence was almost sure. Other influential directions in Eugene’s work concerned the
intimate and natural connection between the theory of discrete branching processes and the
theory of regularly varying functions (1971), and work initiated in a paper with Chris Heyde
in 1972 on inference for branching processes with immigration. The authoritative monagraph
on branching processes by Athreya & Ney (1972) is replete with references to his papers.

© Aaustralian Statistical Publishing Association Inc. 1998. Published by Biackwell Publishers Ltd,
108 Cowley Road, Oxford OX4 1JF, UK and 350 Main Street, Malden MA 02148, USA
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Eugene is the author or coauthor of more than 150 papers in international journals and has
made several contributions to the Encyclopedia of Statistical Sciences. His books, Regularly
Varying Functions (Springer, 1976; 2nd edn 1985 (in Russian)} and Non-Negative Matrices
{1973, 2nd edn 1981) are widely quoted and are standards in their fields.

In Non-Negative Matrices, Eugene’s treatment of coefficients of ergodicity as a tool for
treating inhomogeneous products of non-negative matrices led on to a highly influential syn-
thesis on this topic, in a paper of 1979, that illuminated the use of coefficients of ergodicity
for spectrum localization. His result, in 1977, that weak and strong ergodicity for backwards
inhomogeneous products of stochastic matrices are equivalent, had direct significance for the
model of continuing interchanges of information leading to consensus. More recently he
showed how the Markov—Dobrushin coefficient of ergodicity is appropriate and easy to use
as a condition number measuring the stability of a stationary distribution of a finite Markov
chain under perturbation of a transition matrix.

Eugene’s first paper written as a sole author, ‘Quasi-stationary distributions and time-
reversion in genetics’, was accorded the unexpected honour of being read on his behalf before
the Royal Statistical Society by Peter Whittle. In 1977, his paper in Genetics showed how fixed
population-size Markov chain models could be generalized to randomly fluctuating population
size by considering proportions of types of individuals, and resorting to martingale theory, a
theme that has since been extended by others.

One of his many contributions to the history of probability and statistics was the book LJ.
Bienaymé: Statistical Theory Anticipated (Springer, 1977), coauthored with Chris Heyde.
This book was, in effect, a history of probability and statistics in the 19th and early 20th
centuries. Eugene is an acknowledged expert on work of this period in France and the Russian
Empire. His writings have revealed, in particular, how attribution and perception in science
may be a highly politicised activity. They have focused on the probabilistic and statistical
work of Pascal, Cauchy, Bienaymé, Markov, Chebyshev, Chuprov, Nekrasov and Sleshinsky.

His attempt, with his former student Kathy M. Kang in 1980, to clarify path analy-
sis from a mathematically consistent standpoint drew wide attention and favourable response
from mathematically-minded statisticians. The vg (variance gamma} model in financial math-
emnatics, sometimes called the Madan—Seneta process, proposed by Dilip Madan and Eugene
in 1990, is in use on Wall Street.

Less well known, perhaps, is Eugene’s service to the wider community: he provided a
theoretical basis for and oversaw the production of an algorithm for scaling Higher School
Certificate marks in the early 1980s. Building on a cruder algorithim in use by the NSW Board
of Senior School Studies which had withdrawn from the activity, he worked with programmers
at the University of Sydney and instituted a scheme that remains the essence of today’s NSW
Tertiary Entrance Rank. The Victorian scaling procedure also uses some of the particular
details worked out by Eugene,

Eugene’s contributions to Australian research were recognised by his election in 1985 to
Fellowship of the Australian Academy of Science.

In an age of increasingly superficial learning, Eugene Seneta is an extraordinary rarity: a
true scholar. His deeply committed scholarship informs penetrating analyses in matters both
mathematical and historical that stand with the best in the world.

(© Australian Statistical Publishing Association Inc. 1998



A Short Biography of George Seber

George Seber took his Bachelor's degree in mathematics and physics and his Master's
degree in mathematics at Auckland University and then continued his graduate
studies under a Commonwealth Scholarship at Manchester University, England in
1960. After completing a PhD in Statistics there he spent two years as an Assistant
Lecturer in Statistics at the London School of Economics before joining the Auckand
Mathematics Department in 1965. In 1971 he was invited to a personal Chair in
Biometrics at Otago University but later returned to Auckland in 1973 to take up the
first Chair in Statistics and the Headship of a newly created Statistics Unit within the
Mathematics Department. He was involved with establishing a new Department of
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