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It is well known that if V is a symmetric positive definite n× n matrix, and �X � Z�
is a partitioned orthogonal n× n matrix, then

�X′V−1X�−1 = X′VX − X′VZ�Z′VZ�−1Z′VX� (∗)

In this article, we show how useful we have found the formula (∗), and in particular,
its version

Z�Z′VZ�−1Z′ = V−1 − V−1X�X′V−1X�−1X′V−1 �= Ṁ� (∗∗)

and present several related formulas, as well as some generalized versions. We also
include several statistical applications.
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complement.
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1. Introduction

In this article, we consider the general linear model

y = X� + �� (1.1)
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