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**Abstract**

We increasingly depend on a variety of data-driven algorithmic systems to assist us in many aspects of life. Search engines and recommendation systems amongst others are used as sources of information and to help us in making all sort of decisions from selecting restaurants and books, to choosing friends and careers. This has given rise to important concerns regarding the fairness of such systems. This tutorial aims at presenting a toolkit of definitions, models and methods used for ensuring fairness in rankings and recommendations. Our objectives are three-fold: (a) to provide a solid framework on a novel, quickly evolving, and impactful domain, (b) to present related methods and put them into perspective, and (c) to highlight challenges and research paths for researchers and practitioners that work in data management and applications.

I. Introduction

Algorithmic systems driven by large amounts of data are increasingly being used in all aspects of society. Such systems offer enormous opportunities. They accelerate scientific discovery in all domains, including personalized medicine and smart weather forecasting, they automate tasks, they help in improving our life through personal assistants and recommendations, they have the potential of transforming society through open government, to name just a few of their benefits.

Often, such systems are used to assist, or, even replace human decision making in diverse domains, including school admissions, housing, pricing of goods, credit score estimation, and job applicant selection. A prominent case is the COMPAS software used in courts in the US to assist bail and sentencing decisions through a risk assessment algorithm that predicts future crime. The ubiquitous use of such systems may create possible threats of economic loss, social stigmatization, or even loss of liberty. For instance, a known study by ProPublica found that in COMPAS, the false positive rate for African American defendants, namely people labelled "high-risk" who did not re-offend, was nearly twice as high as that for white defendants [1]. Another well-known study shows that names used mostly by men and women of colour are much more likely to generate ads related to arrest records [2].

Data-driven systems are also being employed by search and recommendation engines, social media tools, and news outlets, among others. Recent studies report that social media has become the main source of online news with more than 2.4 billion internet users, of which nearly 64.5% receive breaking news from social media instead of traditional sources [3]. Thus, to a great extent, such systems play a central role in shaping our experiences and influencing our perception of the world. Again, there are many reports questioning the output of such systems. For instance, a known study on search results showed evidence for stereotype exaggeration in images returned when people search for professional careers [4].

Fairness in rankings and recommenders. In this tutorial, we pay special attention to the concept of fairness in rankings and in recommendation systems. By fairness, we typically mean lack of discrimination (bias). Bias may come from the algorithm, reflecting, for example, commercial or other preferences of its designers, or even from the actual data, for example, if a survey contains biased questions, or, if some specific population is misrepresented in the input data.

As fairness is an elusive concept, an abundance of definitions and models of fairness as well as several algorithmic approaches for fair rankings and recommendations have been proposed, thus making the landscape very convoluted. We believe that in order to make real progress in building fairness-aware systems, we need to de-mystify what has been done, understand how and when each model and approach can be used, and, finally, distinguish the research challenges ahead of us. Therefore, in this tutorial, we follow a systematic and structured approach to explain the various sides of and approaches to fairness. First, we lay the ground by presenting general fairness definitions. Then, we zoom in on models for rankings and recommendations. We organize them in a taxonomy and highlight their differences and commonalities as well as the opportunities for cross-domain transfer. We move on to describing solutions for fair rankings and recommendations. We organize them into pre-, in- and post-processing approaches. Within each category, we further classify approaches along several dimensions. Based on this structure, we discuss open research challenges pertaining to fairness in the broader context of data management and on designing, building, managing, and evaluating fair data systems and applications.

II. Tutorial Outline

A. Motivation and Background

In this tutorial, we start by presenting motivating examples for the need for fair rankings and recommendations from
several domains, including justice, ads, image search and others. We highlight possible causes of unfairness, such as biased or incomplete data, and algorithmic inefficiencies. We point out potential harms, such as filter bubbles, polarization, loss of opportunity, and discrimination.

B. General Fairness Definitions

Fairness is a general term and coming up with a single definition or model is tricky. We start this part of the tutorial by reviewing definitions of fairness which, in general, ask for nondiscrimination of users or items, based on the values of one or more sensitive or protected attributes, such as gender or race. We organize the definitions with respect to the notions of individual fairness, i.e., treating similar individuals similarly [5], [6], and group fairness, i.e., treating different groups equally (e.g., nondiscrimination of sensitive groups) [7], [8].

Most work so far has focused on classification algorithms used in decision making. Since many approaches to the fair ranking and recommendation tasks build on definitions of fairness in classification, we will present a short survey of this work for completeness [9], [10], including: (a) Demographic (or statistical) parity (e.g., [8]), stating that the proportion of each part of a protected class (e.g., gender) receiving a positive outcome should follow that in the general population, (b) Calibration-based fairness (e.g., [11]), stating that if a group receives a predicted probability \( p \), at least a fraction \( p \) of its members should belong to the predicted class, (c) Counterfactual fairness (e.g., [6]), stating that a decision for an individual is fair, if it is the same in both the actual world and a counterfactual world where the individual belongs to a different demographic group, and (d) Conditional statistical parity (e.g., [9]), which defines statistical parity given a set of legitimate factors.

C. Fairness in Rankings and Recommenders

When it comes to ranking and recommender systems, we define three dimensions to classify fairness models: level (individual vs group), side (producer vs consumer), and graduality (single vs sequential output) of fairness. We review fairness models for ranked outputs and recommendations and we classify them using the dimensions of our taxonomy.

A central issue in ranking is position bias, i.e., the fact that items ranked at the top positions tend to attract most of the user attention. We review a variety of related models, including fairness constraints [12], discounted cumulative fairness [13], fairness of exposure [14], and equity of attention [15], as well as approaches based on pair-wise comparisons [16]. We also look into fair ranking in graphs, e.g., [17].

Then, we look at how definitions of algorithmic fairness and fair ranking have been adopted in recommender systems (e.g., [18], [19]). We distinguish between the multiple sides that fairness can have in recommendation systems, namely (a) fairness for the recommended items (e.g., [18]), (b) fairness for the users (e.g., [20], [21]), (c) fairness for groups of users (e.g., [22]–[24]) and (d) fairness for the item providers, and the recommendation platform (e.g., [25]). We also investigate the notion of gradual fairness in sequential and multi-round recommenders [25]–[27], where the goal is to ensure fairness in a number of interactions between the users and the system.

D. Methods

We first discuss the trade-offs among fairness, personalization and accuracy. Taking a cross-type view, we present approaches divided into three categories:

1) Pre-processing methods: We present pre-processing approaches that modify the input to the system so that any underlying bias or discrimination is removed, for example: by appropriate sampling (e.g., [28]), by adding more data to the input (e.g., [18]), or by performing database repair [29].

2) In-processing methods: These methods target at modifying existing or introducing new algorithms that result in fair rankings and recommendations.

In-processing approaches for fair rankings modify the result generation process to allow the systematic control of the degree of unfairness in the output. One family of approaches targets learning to rank. One technique to achieve fairness is by introducing an intermediate level between the input and the output of the learning system that constitutes a fair representation of the input [13], [30]. Another technique is adding regularization terms to the loss function of the learning system to capture fairness constraints [31]. Another line of research considers linear ranking function where the score of an item is a weighted sum of some of the feature of the item. The goal in this case is to adjust the weights so as to achieve fairness [32].

In recommenders, we first study fairness in systems that produce recommendations for individuals, which comprise the majority of existing recommenders. We will present algorithms for fair matrix factorization [21], [33], multi-armed bandits [34], [35] and deep learning recommenders (e.g., [26], [36], [37]). For instance, we show that when fairness with respect to both consumers and to item providers is important, variants of the well-known sparse linear method (SLIM) can be used to negotiate the trade-off between fairness and accuracy and improve the balance of user and item neighborhoods [33]. Alternatively, we can augment the learning objective in matrix factorization by adding a smoothed variation of a fairness metric [21]. Another approach is to mitigate bias by incorporating randomness in variational autoencoders (e.g., [26]).

3) Post-processing methods: These methods treat the algorithms for producing rankings and recommendations as black boxes, without changing their inner workings. To ensure fairness, they modify the output of the algorithm.

For rankings, we will present a generative process for producing fair rankings that aims at satisfying statistical tests of representativeness when ranking items in a certain order [13], [38]. We will also present works based on constraint optimization formulations of the problem [39], targeting at relevance maximization in terms of exposure allocation, and also works on amortized fairness [40], which consider that the accumulated attention across a series of rankings should
be proportional to accumulated relevance, as indicating long term ranking fairness.

Finally, we present post-processing approaches that modify the output of the recommenders to ensure fairness (e.g., [41]). Moving from individuals to groups, group recommendations have attracted significant research efforts for their importance in benefiting a group of users. However, maximizing the satisfaction of each group member while minimizing the unfairness between them is very challenging. We study different fairness-aware algorithms for group recommenders [24], [42]–[44].

E. Open Issues and Research Directions

Taking a broader look at algorithmic fairness, we discuss algorithmic fairness as a question about programs and their properties [45], [46]. Is a program fair, under some definition of fairness? Can we quantify how fair it is, in some way? We will discuss two approaches: (a) verifying if a program is fair [47], and (b) having fairness as a first-class citizen in programming [48].

We present a critical comparison of the existing work on ensuring fair rankings and recommendations, and the lessons learnt in these areas. We discuss open research challenges pertaining to fairness in the broader context of data management and on designing, building, managing, and evaluating fair data systems and applications.

Finally, while the potential benefits of fairness are well-accepted nowadays, we need to study the actual impact of fairness-enhancing algorithms. By testing people’s perception of different fairness definitions, we can find definitions that are appropriate for particular contexts [49]–[51]. Extensive studies are needed to evaluate the level of acceptance of the fairness-enhanced results by the users and the long term effect of these results on their own perceptions and preferences. The relation of fairness with other requirements in designing socially-aware data-driven systems such as diversity and transparency [52] should also be investigated deeper as well as the connections of fairness with explainability and personalization.

III. Related Tutorials

The following tutorials have a stricter focus than ours, the first one focusing on concepts and metrics of fairness and the challenges in applying these to recommendation and information retrieval while the latter two focusing on scoring methods. On the other hand, our tutorial has a much wider coverage and depth, presenting a structured survey and comparison of methods and models for ensuring fairness in rankings and recommendations, based on our extensive survey of the area currently under submission.


The following tutorials focus on fairness issues especially in the context of machine learning and data mining.


Our earlier, EDBT 2020 tutorial on "Fairness in Rankings and Recommenders" [53] was a short, 1-hour, introduction. The current proposal of 3 hours will provide a deeper and more systematic coverage of the existing methods for ensuring fairness in recommendations and rankings.
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